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Abstract: Wireless Sensor Networks (WSNs) consist of small nodes with sensing, computation, and wireless communications 

capabilities. Many routing, power management, and data dissemination protocols have been specifically designed for WSNs where 

energy awareness is an essential design issue. The focus, however, has been given to the routing protocols which might differ depending 

on the application and network architecture. This paper surveys the flooding and Directed Diffusion routing protocols for sensor 

networks and presents a classification for the various approaches pursued. The main categories explored in this paper are data-

centric.Each routing protocol is described and discussed under the appropriate category. Moreover, protocols using contemporary 

methodologies such as network flow, average delay and energy are also discussed. 
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1. Introduction 
 

It is common to see embedded systems in several aspects of 

people‟s lives. Embedded systems control not only 

transportation and communication infrastructures, but also 

appliances in home and office environments (e.g., 

refrigerators, VCRs, TVs, microwave ovens)[1][2][3]. 

Embedded systems are the first step toward ubiquitous 

computing whereby various computing elements are so 

seamlessly integrated into the environment that they will be 

invisible to common awareness. This vision is increasingly 

likely to be realized with recent advances in CMOS IC, 

wireless communication, and MEMS [Cen] 

technology[1][7]. Such advances have already led to 

dramatic reductions in size, power consumption, and 

circuitry cost. Various functions (e.g., sensing, signal 

processing) can now be integrated into a single wireless 

node. Coordination and communication among such nodes 

will not only enable seamless computing but also 

revolutionize information technology, especially applications 

related to sensing and controlling physical environments. 

Small active devices or sensors can coordinate to perform 

larger sensing tasks (i.e., Distributed micro-sensing tasks), 

which could not have been achieved with individual node 

capabilities.  

 

Several thousands of such devices may be deployed in 

hostile dynamic environments (e.g., toxic terrain) or in more 

benign, but less accessible, environments (e.g., large 

complex industrial plants, aircraft interiors). In distributed 

micro-sensing systems, sensors can be dispersed throughout 

a terrain to collect information about the physical 

environment[1][5]. Users may be interested in receiving 

certain collected information from a particular region or from 

the entire network (e.g., a periodic location of an animal in 

region A). The users may express their interest simply by 

querying information sinks, which could be  any sensors 

nearby. The specified queries need to be delivered to the  

 

sensors in the specified region, which will be tasked to 

collect information. Once such sensors detect the animal, 

they might coordinate with one another to triangulate the 

animal‟s location and disseminate it back to the sinks or the 

users. In this thesis, we propose directed diffusion for 

efficient and robust dissemination of query and information 

in directed diffusion, a node requests data by sending 

interests for named data. Interest propagation leaves traces 

(or direction state) so that data, which match the interest, can 

be “drawn” toward that node. Intermediate nodes can process 

(e.g., cache, aggregate, transform) or direct data and interests 

using application knowledge to conserve system resources 

(e.g., energy, bandwidth). Using the directed diffusion 

paradigm, the example application might be implemented as 

follows. The query would be transformed into an interest and 

diffused (e.g., broadcasted, geographically routed) toward 

nodes in region A. When a node in region A receives the 

interest, it activates its sensors to start collecting information 

about the animal. When the sensors detect the animal‟s 

location, the node disseminates the information by reversing 

the path of interest propagation. Intermediate nodes along the 

path might aggregate the data to reduce the total data size for 

energy savings. 

 
Directed diffusion is dramatically different from IP-style 

communication whereby inter-node communication is 

layered on an end-to-end delivery service, and packets are 

associated with node identifiers of end-points. Unlike 

traditional networks, diffusion-based sensor networks are 

data-centric. In directed diffusion, communication primitives 

are expressed in terms of named data rather than node 

addresses.  Attributes of the sensed event are used to name 

data in directed diffusion. 

 

2. Sensor Nodes 
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                    Figure 1: Wireless sensor node 

 

Many recent advances in chip integration technology will 

enable matchbox sized sensor nodes equipped with a battery, 

a power-conserving CPU (several hundred MHz), a memory 

(several tens of Mbytes) , a wireless device using a diversity 

coding scheme , and an energy efficient MAC (e.g., TDMA). 

Each node will be capable of running a stripped-down 

version of a modern operating system (e.g., Windows CE, 

uCLinux). Sensors (e.g., seismic geophones, infrared dipoles, 

electrets microphones for acoustic sensing) will be integrated 

into each node for monitoring various physical conditions 

(e.g., temperature, pressure, humidity, motion, noise, light). 

Each node will possibly contain a fully functional GPS 

receiver and an analog-to-digital conversion system, which 

can produce ≤ 70 ksamples per second at ≤ 12-bit resolution 

.For power conservation reasons, some common signal 

processing functions may be separated from the main unit 

and moved to a low power ASIC so that the main processor 

needs to be woken up only when interesting events occur . 

 

3. Wireless Sensor Network model 
 

Unlike their ancestor ad-hoc networks, WSNs are resource 

limited, they are deployed densely, they are prone to failures, 

the number of nodes in WSNs is several orders higher than 

that of ad hoc networks, WSN network topology is 

constantly changing, WSNs use broadcast communication 

mediums and finally sensor nodes don‟t have a global 

identification tags [8]. The major components of a typical 

sensor network is shown in Figure 2. are  

 

Sensor Field: A sensor field can be considered as the area in 

which the nodes are placed.Sensor Nodes: Sensors nodes are 

the heart of the network. They are in-charge of collecting 

data and routing this information back to a sink.  

 

Sink: A sink is a sensor node with the specific task of 

receiving, processing and storing data from the other sensor 

nodes. They serve to reduce the total number of messages 

that need to be sent, hence reducing the overall energy 

requirements of the network. Sinks are also known as data 

aggregation points.  

 

Task Manager: The task manager also known as base 

station is a centralized point of control within the network, 

which extracts information from the network and 

disseminates control information back into the network. It 

also serves as a gateway to other networks, a powerful data 

processing and storage centre and an access point for a   

human interface. The base station is either a laptop or a 

workstation. Data is streamed to these workstations either via 

the internet, wireless channels, satellite etc. So, hundreds to 

several thousand nodes are deployed throughout a sensor 

field to create a wireless multi-hop network. 

 

           
                      Figure 2: Wireless sensor network 

 

3. Flooding Protocol 

 
Flooding protocols the broadcast of messages is a frequently 

used operation to spread information to the whole network It 

is the simplest building block used by network algorithms 

and is often required by higher level protocols such as most 

routing algorithms. For this reason, it is important for the 

broadcast to be implemented in the most efficient way. Its 

performance is likely to affect the global efficiency of any 

protocol using it. Flooding is an old technique that can also 

be used for routing in sensor networks. In flooding, each 

node receiving a data or management packet repeats it by 

broadcasting, unless a maximum number of hops for the 

packet is reached or the destination of the packet is the node 

itself. Flooding is a reactive technique, and it does not 

require costly topology maintenance and complex route 

discovery algorithms 

 

Flooding Example  

A rather direct and simple way to implement broadcast is to 

flood the message over the network. When a node initiates a 

broadcast, it transmits the message to its neighborhood. By 

neighborhood, we mean all the nodes within the sender's 

transmission range. Then, when the message is received for 

the first time, the recipient re-broadcasts it. An example is 

shown in Figure 4. with a network composed of fie mobile 

nodes labeled from A to E. 

 

 
Figure 3: Example of flooding 

  

Node A initiates a broadcast by flooding a message m to its 

surrounding nodes. In step (a), A floods m to its single 

neighbor B. Then, in step (b), node B, which has received m 

for the first time, rebroadcasts m to nodes C and D and so on. 
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In (c), m is completely flooded through the whole network 

and delivered to every node. In this example, at least three 

steps are required in order to reach node E on the right. The 

last step (d) is useless as every neighbor of E has already 

received m. This technique has an important drawback : it 

leads obviously to an overhead of flooded messages in the 

network. With ideal conditions (i.e. all node receive the 

broadcast) in a network of N nodes, a single broadcast will 

generate exactly N copies of itself which are likely to 

increase the probability of collisions. Moreover, most nodes 

will receive the same message several times keeping the 

shared medium unnecessarily busy[37]. 

 

4.      Directed Diffusion Protocol 
 

Direct Diffusion is the data centric protocol [21][23]. It 

consists of several elements: interests, data messages, 

gradients, and reinforcements. First, sink node requests data 

by sending interests. An interest message is a query or an 

interrogation, which specifies what a user wants to its 

neighbors for named data. The data is named using attribute-

value pairs and it is the collected or processed information of 

a phenomenon that matches an interest of a user. The 

interests are flooded over the whole network by the sink. 

Such data can be an event, which is a short description of the 

sensed phenomenon. Whenever a node receives an interest, it 

will check whether the interest exists or new one. If it is a 

new interest, the sensor node will set up a gradient toward 

the sender to “draw” down data that matches the interest. 

Each pair of neighboring nodes will establish a gradient to 

each other. After the gradient establishment stage, the source 

node begins to send the related data that matches the interest 

to the sink. The data are generally broadcasted to all its 

gradient neighbors. Events are propagated toward the interest 

originators along multiple gradient paths. The sensor 

network reinforces one or a small number of these paths. The 

reinforcement scheme in directed diffusion is generally 

designed for minimum delay or maximum number of packets 

received during a certain period of time as shown in Figure 

4. 

 

 
Figure 4: Directed Diffusion, a) Interest Propagation, b) 

Initial gradient setup, c) Data delivery. 

 

In directed diffusion, tasks are described or named using 

attribute-value pairs [21][23]. For the attribute-value based 

naming scheme, each attribute is associated with a value 

range. The attribute value can be any subset of its range. A 

simplified description of the four wheeler tracking task might 

be:  

type = four-wheeler// detect four wheeler‟s location  

interval = 10 ms // send back events every 10 ms  

duration = 10 minutes // for the next 10 minutes  

rect = [-100, 100, 200, 400] // from sensor nodes within 

rectangle  

 

There are other choices for an arrangement of attribute-value 

pairs and other naming schemes. For example, a sensor that 

detects a four wheeler might generate the following data:  

type = four-wheeler // detect four wheeler‟s location  

instance = car // instance of this type  

location = [125, 220] // estimated location  

intensity = 0.6 // signal amplitude measure  

confidence = 0.85 // confidence in the estimate  

timestamp = 01:20:40 // event generate time  

 

The interest is usually injected into the network at the sink. 

For each active task, the sink periodically broadcasts an 

interest to all its neighbors. The interval attribute specifies an 

event data rate. Since the location of the sources is not 

precisely known, interests must necessarily be diffused over 

a broader section of the sensor network than that covered by 

the potential sources. As a result, if the sink had chosen a 

higher initial data rate, higher energy consumption might 

have resulted from the wider dissemination of sensor data. 

The desired higher data rate can be achieved by 

reinforcement. 

 

The simplest alternative is to rebroadcast the interest to all 

neighbors, which is equivalent to flooding the interest. This 

alternative is reasonable in the absence of information about 

the sensor nodes that can satisfy the interest. Given that 

interests are flooded, all nodes establish gradients, as shown 

in Figure 6. Unlike the simplified description in Figure 4. 

every pair of neighboring nodes establishes a gradient toward 

each other, as a crucial consequence of local interactions. An 

interest does not contain information about a sink. Therefore, 

when a node receives an interest, it is impossible for the node 

to determine whether the interest is delivered back to the 

node because there is a loop, the interest is delivered using 

another path, or the identical interest is newly generated from 

another sink. Such bi-directional gradients can cause a node 

to receive one copy of low data rate events from each of its 

neighbors. However, this technique can enable fast recovery 

from failed paths or reinforcement of empirically better paths 

and does not incur persistent loops. 

 

           
Figure 5: Gradient Establishment 

 

5. Network Simulator (NS2) 
 

Simulation can be defined as “Imitating or estimating how 

events might occur in a real situation”. Network Simulator 
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(NS2) is simulation software to build network model and run 

on computer and analyze it.  

 

NS [25][26] is an event driven network simulator developed 

at University of California at Berkeley, USA, as a REAL 

network simulator projects in 1989 and was developed at 

with cooperation of several organizations. Now, it is a VINT 

project supported by DARPA. NS is a discrete event network 

simulator where the timing of events is maintained by a 

scheduler and able to simulate various types of network such 

as LAN and WPAN according to the programming scripts 

written by the user. Besides that, it also implements variety 

of applications, protocols such as TCP and UDP, network 

elements such as signal strength, traffic models such as FTP 

and CBR, router queue management mechanisms such as 

Drop Tail and many more.  

 

There are two languages used in NS2 C++ and OTcl (an 

object oriented extension of Tcl). The compiled C++ 

programming hierarchy makes the simulation efficient and 

execution times faster. The OTcl script which written by the 

users the network models with their own specific topology, 

protocols and all requirements need. The form of output 

produce by the simulator also can be set using OTcl. The 

OTcl script is written which creating an event scheduler 

objects and network component object with network setup 

helping modules. The simulation results produce after 

running the scripts can be use either for simulation analysis 

or as an input to graphical software called Network 

Animation (NAM). NS2 is an event driven network 

simulator, which can be implemented in Linux-based 

platform. The NS2 files (recommended to download a piece 

of file which includes all the needed files called ns-allinone-

2.xx from http://www.isi.edu/nsnam/ns/[27]) must be 

downloaded into any media storage, most preferred is inside 

the computer itself where the NS2 is going to be installed. 

Since, we are using NS 2.33. It is not recommend logging in 

as a root because installation at root may interfere with any 

important Linux files. 

 

6.  Simulation 
 

Simulation of routing protocols namely: Flooding and 

Directed Diffusion has been carried in NS2 to evaluate the 

performance. The analysis is being done on the basis of 

simulation results of *.nam file and the *.tr file. We have 

also evaluated the performance of the protocol. In the NS2-

allinone package NAM is a built-in program. NAM helps us 

to see the flow of message between the nodes and works like 

an animator for the working of the program. It also shows the 

packets dropping or reaching to the destination properly with 

time reflection. When the TCL file is written, NAM is 

invoked inside that file. With the help of 2D graphs we have 

tried to analyze the simulation with different simulation time. 

The scripts for the NAM is stored as *.nam and for trace 

graph *.tr is used. The simulation has been mainly divided in 

three parts:  

1) Simulation of flooding protocol  

2) Simulation of Directed Diffusion protocol  

3) The comparison between Flooding, Directed Diffusion and 

is performed on the common factors like, Average Delay 

and Energy Consumption in the different network size 

over different simulation time.  

Simulation Model: Our routing protocol is implemented in 

the NS2 network simulator. In all our simulations, we 

consider a square sensor field, of size L. Inside the field, M 

static sensor nodes are deployed randomly. The value of M is 

varied from 15 to 25. Each node has a fixed radio range of 40 

meters. The positions of the source and sink nodes are 

located far from each other. Such settings facilitate our 

evaluation of the protocol where the routing path has to 

traverse a large area in the sensor field. The data packet size 

is 64 bytes. We use an event-driven wireless sensor network 

in our experiment. After the route search phase, each source 

node generates data packets and sends them to the sinks 

through the network with a fixed rate. We adopt the NS2 

radio energy model and assign each node with the same 

initial energy level of 10 Joule at the beginning of each 

simulation in order to keep the simulation time within a 

reasonable time period. We further assume that each sensor 

node carries an Omni antenna and the energy consumptions 

for idle time, transmission and reception are 35 mW, 660 

mW, and 395 mW respectively. The energy dissipation for 

data processing in the node is neglected in our simulations. 

We adopt the IEEE 802.15 MAC layer provided in the NS-2 

with a bandwidth of 1.6 Mbps. Table 1. below shows the 

Network parameter during simulation. 

 

Table 1: Network parameter in simulation 

             Parameters Value 
Number of Nodes  15 
Data Packet Size  64bytes 
Idle Power 35mW 
Receive Power  395mW 
Transmit Power  660mW 
Node Initial energy  10joule 
Node Radio range  40m 
MAC Protocol  IEEE 802.15 

     

We use a number of metrics to evaluate the performance of 

our protocol and compare with other existing schemes. The 

average delay measures the average time spent to relay data 

packets from the source node to the sink node. It is 

calculated as follows:  

 

Average delay =  
Σ(𝑇𝑖𝑚𝑒𝑝𝑎𝑐𝑘𝑒𝑡𝑎𝑟𝑟𝑖𝑣𝑒@𝑑𝑒𝑠𝑡−𝑇𝑖𝑚𝑒 𝑝𝑎𝑐𝑘𝑒𝑡𝑠𝑒𝑛𝑡@𝑠𝑜𝑢𝑟𝑐𝑒)/𝑇𝑜𝑡𝑎𝑙 
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐶𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑜𝑛 𝑃𝑎𝑖𝑟𝑠  

                                                                                                               Eq. 4.1  

Where Timepacketarrive@dest is the time at which packet 

arrives at destination and Timepacketsent@source is the time 

at which source sends the packet arrives at destination and 

Timepacketsent@source is the time at which source sends 

the packet. 

 

The node energy consumption measures the average energy 

dissipated by the node in order to transmit a data packet from 

the source to the sink. It is calculated as follows:  

Node energy consumption =  

Σ(𝑒𝑖,𝑖𝑛𝑖𝑡 𝑀𝑖=1− 𝑒𝑖,𝑟𝑒𝑠)/𝑀Σ𝑑𝑎𝑡𝑎𝑁𝑗𝑆𝑗=1  

 Eq. 4.2  

 

Where M is the number of nodes in the network, ei,init and 

ei,res are respectively the initial and residual energy levels of 

node i, S is the number of sink nodes and dataNj is the 

number of data packets received by sink j. The average node 
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energy measures the average energy level of all nodes in the 

network after the data transmission has been started for a 

certain amount of time. It gives an indication of the network 

state in terms of energy consumption. 

 

7.    Result Performance Evolution & Analysis 
 

Average delay:  
Average packet delay measures the average one way latency 

observed between transmitting an event and receiving it at 

sink. Ideally Average Delay should have a rather constant 

value .Table 2 shows the average packet delay for different 

routing protocols under different topology settings. The 

Directed Diffusion has the shortest delay compared to 

Flooding. In Flooding the end to end delay is increasing 

continuously because all the nodes on the straight path have 

lost all the energy. So to reach the destination a 

comparatively long path is being followed by the message 

which implies more end to end delay. The delay at network 

size 15 for flooding is .21sec. and the delay at network size 

15 for Directed Diffusion is 0.021 This shows that the delay 

of directed diffusion is shorter than flooding. 

 

Table 2 
No. of Nodes Flooding Directed Diffusion 

15 0.213836 0.021400 

 

Node Energy Consumption:  
The next metric that we study is the node energy 

consumption. Table. 3 show the simulation results of 

different topology settings. At network size of 15, node 

energy consumption is .019% for flooding and 0.003% for 

directed diffusion. Thus we can observe that there is lower 

node energy consumption in case of Directed Diffusion 

routing protocol over the flooding protocols. The flooding is 

the most costly protocol; by adding a simple mechanism of 

retransmission probability control on top of flooding, the 

directed transmission improves the energy efficiency. The 

Directed Diffusion routing obtains further improvement in 

energy consumption by effectively reducing redundant 

information spread and saves the energy. We can observe 

that Directed Diffusion routing protocol can still maintain its 

node energy consumption at a low level even when the 

network size increases.  

 

Table 3 
No. of Nodes Flooding Directed Diffusion 

15 0.019968 0.003793 

 

8.   Conclusion 
 

Routing is a significant issue in Wireless Sensor Networks. 

In this project we have done an intensive and detailed study 

on the routing protocol in wireless sensor networks. An 

attempt has been made to implement Directed Diffusion 

routing protocols using NS-2(Network Simulator-2). Also a 

detailed comparison of the performances of these protocols 

with Flooding routing protocol has been carried out. We 

have chosen two metrics to analyze the performances and 

compare these protocols. The results of comparison have 

been presented in the form of tables. From the results, we 

concluded that the Directed Diffusion routing protocol has 

the shortest delay compared to Flooding Protocol. In 

Directed Diffusion protocol the end to end delay is not 

increasing continuously. Directed Diffusion is data centric so 

there is no need for a node addressing mechanism. Directed 

diffusion can reduce the bandwidth needed for sensor 

networks. Each node is assumed to do caching and sensing. 

Directed diffusion is energy efficient since it is on demand 

and there is no need to maintain global network topology. 

We also observed that Directed Diffusion routing effectively 

reduces redundant information spread and saves the energy 

and thus has lower node energy consumption over Flooding 

Protocol. These results indicate that the Directed Diffusion 

algorithm is more efficiency in energy than the Flooding 

Protocol and perform much better than the traditional 

Flooding scheme  

 

9.    Future Scope 
 

In this thesis, we compared Directed diffusion routing 

protocol and Flooding protocol for wireless sensor networks. 

Further  research work is required to enhance the 

performance of Directed diffusion  protocol. The Directed 

Diffusion routing protocol as proposed applies for static 

sensor nodes and sleeping nodes also. It will be useful to 

enhance the protocol to support nodes with limited mobility, 

as they are able to better adapt to the environment. A 

location update mechanism is required to allow each node to 

be aware of its own and its neighbors‟ positions constantly. 

It is a challenge to balance between the node energy 

consumption and the additional maintenance efforts that 

keeps the node coordinates  

Up-dated. 
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