
International Journal of Science and Research (IJSR) 
ISSN: 2319-7064 

ResearchGate Impact Factor (2018): 0.28 | SJIF (2019): 7.583 

Volume 9 Issue 9, September 2020 

www.ijsr.net 
Licensed Under Creative Commons Attribution CC BY 

Deposit Modelling of Credit Agricole Morocco 

(CAM) 
 

Idrissi Fatima
1
, EL GORFTI Abdelouahed

2
, EL MOUSSAIF Loubna

3
 

 
1, 2, 3Faculty of the law Mohamed 5 University  

 

 

Abstract: Modeling of deposits using the Box and Jenkins method. 

 

Keywords: Deposit, econometric model, ARMA, Credit Agricole Morocco, Forcasting 

 

1. Introduction 
 

The modeling of deposits has become a major issue in ALM 

management, whether for the valuation of future deposits or 

for the sound management of these outstanding. 

 

So, to better understand the modeling of sight deposits 

incurring, we decided to restrict to checking accounts and 

current accounts which constitute a large part of CAM's 

sight deposits, this will make it possible to leave aside the 

modeling of other accounts. Which constitute only a small 

part of the deposits. Most of the studies have focused on 

estimating their demand deposit model from past data. It is 

therefore fundamental to build a predictive model and bring 

out the forecasts of these deposits for future dates. 

 

In the following we will present in the 1st section the data 

and the econometric technique used to model the evolution 

of deposits, then the second section will be devoted to the 

presentation of the results. 

2. Data and Methodology 
 

2.1 Data and Sources 

 

Remember that our objective is to model the sight deposits 

of the CAM using the Box and Jenkins method. To do this, 

we used data on sight deposits from an Excel file set up by 

the CAM 

 

We used series of checking accounts and current accounts 

going from January 2006 to April 2011. In total, we have 64 

observations, each of which provides the monthly value of 

checking accounts and current accounts. of CAM. 

 

2.1.1. Checking accounts 
The checking account is one that has the option of issuing 

checks for its holder. This account is debited during a 

payment and credited during a collection. 

 

 

 
Figure 1: Distribution of CAM chequing accounts: CAM sources 

 

It can be seen that checking accounts are essentially regular 

checking accounts which make up about 90% of the bank's 

total checking accounts, while staff accounts and MRE 

checking accounts share the remaining 10% leaving a very 

small share for convertible DH checking accounts and MRE 

convertible DH checking accounts. 
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The series of checking accounts: 

 
Figure 2: Checking account series from January 2006 to April 2011:  

Source CAM and produced bythe author 

 

The total balance of CAM's checking accounts varies 

between 7.5 billion Dirhams and 11 billion Dirhams, there is 

a constant evolution accompanied by a drop in deposits 

around January 2007, this constant evolution continued until 

July 2010 when there is another increase up to around 11 

billion dirhams, then a stabilization until today. 

 

2.1.2. Current accounts 
CAM current accounts are mainly current accounts in 

Ordinary Dirhams with a percentage of over 99% of total 

current accounts, and MRE current accounts and current 

accounts in convertible Dirhams represent only 1% of these 

deposits. In this work, we will try to model the evolution of 

the outstanding balances of the most important category of 

current accounts, which is that of ordinary current accounts. 

 

So, we are going to make a graphical representation of the 

deposits of current accounts in order to have an overview of 

the variations in these outstanding amounts. 

 

The current accounts series: 

 

 
Figure 3: Current account series from January 2006 to April 2011:  

Source CAM and prepared by the author 

 

For the current accounts of the CAM, we note that these 

outstandings experience fluctuations, once upwards and 

once decreases in outstanding amounts and at the same time 

accompanied by an upward trend on average, in general 

these outstanding amounts vary between 10 billion Dirhams 

and 14.5 billion Dirhams. 

 

2.2 Methodology of deposits modeling 

 

As we have specified previously, our objective is to describe 

the future evolution of sight deposits; for this, we will 

present the chronological series methods which allow this 

kind of forecast to be made. 
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2.2.1. Time series definition:  
A time series (or chronological series) is a series of real 

numbers, indexed by the relative integers in time. Indeed, 

the variable is calculated for each instant of time and 

represents the value of the studied quantity of symbol Xt and 

usually named as a random variable. The set {Xt, t ∈Z} is 

called a “random process” and represents the different 

values of Xt as t varies. A time series thus constitutes the 

realization of a random process. 

 

The random process is characterized by a broad 

classification, hence the need to specify the class 

corresponding to each type of time series. Thus, the analysis 

of time series was therefore initially focused on a particular 

class of processes: stationary random processes which are 

characterized by the stationarity of their statistical 

properties. 

 

Time series are used in practice to choose a practical and 

suitable model to be able to realize a possible approach of a 

theoretical process thus making it possible to make 

forecasts. Although there are many types of models that can 

meet our need, our choice fell on modeling using an 

ARIMA model. 

 

 

 

2.2.2. Autoregressive Integrated Moving Average 

(ARIMA) Model:  
The class of Autoregressive Integrated Moving Average 

models, which we denote by ARIMA, consists of the 

reconstruction of the behavior of a process following its 

submission to random shocks over time, also called a 

“perturbation event” which occurs between two successive 

observations of 'a series of measures of this process and 

which affects the temporal behavior thus modifying the 

values of the time series of observations.This model uses the 

data relating to the past of the series to produce a model of 

the current value and to establish forecasts of future values 

taking into account the stationarity of the series. 

 

ARIMA models allow three kinds of temporal processes to 

be combined: autoregressive processes, integrated processes 

and moving averages. 

 

2.2.2.1 Autoregressive processes:  
The autoregressive process is characterized by the fact that 

each value in the series is a linear combination of the 

previous values. This process is frequently used in the case 

of unforeseeable events which only have instantaneous 

influence. If the current value of the series depends on the 

previous p terms we can see the autoregressive model as a 

multiple regression of xt as a function of x (t-1),…., X (t-p). 

 
 

2.2.2.2 Moving average processes 
The current value of a moving average process is defined as 

a linear combination of the current disturbance with one or 

more previous disturbances. The order of the moving 

average indicates the number of previous periods 

incorporated into the current value. Thus, a moving average 

of order 1, MA (1), is defined by the following equation:  

 
There is a difference between “moving average” and 

“autoregressive” processes. Indeed, for a moving average, 

each value is a weighted average of the most recent 

disturbances while for an autoregressive process it is a 

weighted average of the previous values. 

 

Thus an MA (q) process is written:  

 
 

I.2.2.3. Moving Average Autoregressive Process:  
We call the moving average autoregressive process of order 

(p, q), where p is the autoregressive order and q the moving 

average order, a satisfying stationary process (Xt; t∈Z): 

 
Where: 

i  and i  real and  t white noise of variance
2  

This process designated by ARMA (p, q) is a combination 

between the Autoregressive process of order p and the 

moving average process of order q.  

 
 

Is called the auto covariance of delay k. 

 

If the series is not stationary due to the variation of the series 

mean over the short term or to the variability of the series 

which is higher over certain periods than in others, it is then 

appropriate to transform the series to obtain a stationary 

series. 

 

Before proceeding with the estimation of the model, it is 

thus advisable to ensure the stationarity of the observed 

series, because when the variables are not stationary, the 

estimation of the coefficients by the method of ordinary 

least squares (OLS) and the Usual t- Students and f-Fisher 

tests are not valid. That said, the estimated coefficients will 

not converge to their true value. We will say that the 

regressions are fallacious. 

 

As the graphic methods of detecting the stationarity or not of 

the series are not reliable, we use more rigorous tests: unit 

root tests. 
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Among the existing unit root tests we use the augmented 

Dickey-Fuller test, developed in 1979 and 1981 by Dickey 

and Fuller. 

 

The simple Dickey-Fuller model is written in the following 

form: 

 
Where: 

yt: is the variable of interest, 

t : is the time index,   

ρ :is a coefficient,  

t  :is the error term.   

 

A unit root exists if ρ = 1 and will imply the non-stationarity 

of this model. 

 

The regression model can thus be written in the following 

final form. 

 
Where yt represents the operator of the first difference. 

 

This model can be estimated and tested with a unit root for d 

= 0 (where d = ρ - 1). There are three types of test in the 

Dickey-Fuller test that we will briefly present below: 

 

 Test for a unit root: 

 
 Test for a unit root with constant: 

 
 Test for a unit root with constant and deterministic time 

trend: 

 

 The autoregressive processes of order p, AR (p), exhibit 

an autocorrelation function whose values decrease 

exponentially with possible alternations of positive and 

negative values; their partial autocorrelation function 

exhibits exactly p peaks at the first p values of the partial 

autocorrelation correlogram. 

 The autoregressive processes of order p, AR (p), exhibit 

an autocorrelation function whose values decrease 

exponentially with possible alternations of positive and 

negative values; their partial autocorrelation function 

exhibits exactly p peaks at the first p values of the partial 

autocorrelation correlogram. 

 To ensure that the residues are white noise, statistics are 

used on the residues, the main ones of which are:  

o Normality test. 

o Independence test. 

o Homoscedasticity test. 

 

3. Application 
 

The sight deposit series are our main data, it is necessary to 

study their nature whether in terms of seasonality or trend, 

because typical modeling uses seasonally adjusted series. 

 

3.1 Study of the nature of the series 

 

3.1.1 Current accounts 

As part of the study of seasonality, we will avoid a direct 

application of software to seasonally adjust the series; we 

will proceed instead to a trend analysis and a step-by-step 

deseasonalisation. 

 

In what follows, we will explain the methods used by 

presenting their application for the sight deposit series. 

 
Figure 4: Current account series from January 2006 to April 2011:  

Source CAM and prepared by the author 

 

On the graphical representation of the series we can see a 

general upward trend movement, however we do not 

observe seasonal movements which are difficult to spot.  

 

 

3.1.2 Trend estimate 
In order to cushion cyclical, seasonal and accidental 

movements, the method of moving averages is used. This 

method is intended to smooth a time series and which makes 

it possible to highlight the trend of the series by removing 
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the seasonal component and attenuating the amplitude of 

irregular fluctuations. 

 

The centered moving average of order K consists in 

calculating for each instant t the empirical average of the K 

observations close to that corresponding to the date t.  

Our data being monthly, so we will calculate the centered 

moving averages of order 12, we lose information since 

these are twelve observations that disappear from our 

original data: the first six months and the last six. 

 
Figure 5: Smoothing of the checking accounts series by moving averages. 

Source: CAM data and developed by the author 

 

3.1.3 Estimation of seasonal movements:  
To carry out the analysis of seasonal movements, we must 

first see if we are in the presence of a series in which for a 

given observation O:  

 The seasonal variation S is simply added to the resultant 

of the other components R, it is the additive model   

O=R+S. 

 The seasonal variation S is proportional to the result of the 

other components R, O = C × R, then this is the 

multiplicative model.  

 

In order to make this distinction, we use a graphic method 

called the profile method which consists in superimposing 

the seasons represented by the profile lines on the same 

graph which follows: 

 
Figure 6: Representation of the profile lines for the current accounts series.  

Source: CAM data, developed by the author 

 

The profile lines thus represented are not parallel, so the 

model is not an additive model. We can therefore still see by 

another graphic method called the band method that the two 

trends passing through the minima and the one passing 

through the maxima of each season are not parallel, so the 

model is not a multiplicative model. 
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Figure 7: Representation of the two trends passing through the minima and maxima of checking accounts. 

Source: CAM data, prepared by the author. 

 

3.1.4 Justification by a seasonality test: 

Model tested: Model tested: ζ annual = a and annual average 

=b. 

 Hypotheses: 

 H0: a = 0: The model is additive: means and standard 

deviations are independent. In other words, the trend is 

the seasonality are independent. 

 H1: a ≠ 0: The model is multiplicative. 

 Student Test : 

We import our standard deviations and annual averages 

under SPSS. We then find the results in the table above: 

The critical probability associated with the Student test for 

the mean is less than 5% 

 

Table 1: Student test for seasonality 
Model Coefficients  

non standardises 

Coefficients 

standardises 

  

A Erreur Standard Beta t Sig. 

1 Constante 7,256E8 2,308E9  ,314 ,769 

Moyenne annulle ,010 ,183 , 026 ,053 ,960 

Sources: prepared by the author 

 

According to the results of the table, the model is not a 

multiplicative model, and according to the graph the model 

therefore has no seasonal movement.  

 

3.1.5 Correction of seasonal variations: 
We have seen that current accounts are not affected by 

seasonal movements, and we will show this by transforming 

the initial series into seasonally adjusted or seasonally 

adjusted series. 

 

So to do this, we will proceed by a calculation of the 

seasonal ratios which are the ratio of the initial balances to 

the balances minus the values of the moving averages of 

order 12 which correspond to them. 

 

We then take the averages of the seasonal reports for each 

period of the season. These averages are called seasonal 

coefficients. 

 

 
Figure 8: Representation of the seasonally adjusted series of current accounts 

 

From the graph, we can see that the seasonal effect is weak, 

so in the following we will work with the series of 

logarithms of the initial current accounts to stabilize the 

variance.  

 

3.2 Analysis of the chequing accounts series:  

 

3.2.1. Graphic presentation of the log series (current 

accounts): 
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Figure 9: Log series (current accounts).  

Sources: CAM data, prepared by the author 

 

3.2.2.Analysis of the stationarity of the transformed 

series of outstanding checking accounts (log (checking 

accounts)): 
 

Before starting the stationary series, we will study the 

presence or not of a unit root in the series used to then 

perform the appropriate stationary procedure according to 

the order of integrity of the series concerned. 

 

The first thing to do is to choose the number of lags to 

include in the equations of the Augmented Dickey-Fuller 

test strategy. To do this we relied on the information criteria. 

Indeed, these criteria aim to minimize the variance of errors 

and the number of lags to be integrated into the model to 

whiten the residuals while guaranteeing a quality 

specification for the forecast. The result of this analysis 

carried out with the Stata software is given in the table 

below: 

 

 

Table 2: Selection of the number of delays in the 

ln_comptechèque series 

 
All the information criteria suggest incorporating one (1) 

delay in the test equations to bleach the residues. This is 

what we will do next. 

 

We will proceed with the estimation of the three dickey-

fuller models, we will do the Dickey-fuller test increased 

with the number of shifts determined by the Akaike 

criterion. 

 

Table 3: ADF of the log series (checking accounts) with trend and constant: developed by the author 

 
 

In this model, we tested the null hypothesis of the presence 

of a unit root in the log series (checking accounts). The 

result of the test states that there is no single root. Indeed the 

calculated p-value is equal to 0.0001 which is lower than the 

theoretical threshold of 5%. 

Unfortunately the coefficient of the trend is statistically zero 

at the 5% threshold, as evidenced by the student test 

applicable in this particular case. So we carry out the test 

again with the model without trend. 
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Now we will perform the test with a smaller model, the one 

with constant and without trend, we have found a p-value is 

equal to 0.0053 which is much greater than 5%, so we 

accept the presence of a unit root. 

 

Table 4: ADF of the log series (current accounts) without trend and with constant: prepared by the author 

 
 

Now we will perform the test with the model without trend 

or constant, again we accept the hypothesis of the presence 

of a unit root. So we will have to differentiate the series of 

logs (current accounts) to test for the presence of a unit root. 

 

Table 5: ADF of the log series (current accounts) without trend or constant: prepared by the author 

 
 

The differentiated series of log (current accounts) will 

undergo the same tests to ensure its stationarity. If in this 

model we accept the unit root hypothesis, then we have to 

differentiate the series again and repeat the tests until we 

find a stationary series. The number of times we have 

differentiated the initial series represents its order of 

integrity. 

 

 

Table 6: ADF of the delta.log series (current accounts) with trend and with constant: prepared by the author 

 
 

In this model, we reject the hypothesis of the presence of a 

unit root. 

 

Unfortunately the coefficient of the trend is statistically zero 

at the 5% threshold, as evidenced by the student test 

applicable in this particular case. So we carry out the test 

again with the model without trend. 
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Table 7: ADF of the delta.log series (current accounts) without trend and with constant: prepared by the author 

 
 

Likewise in the second model of the augmented Dickey-

fuller test strategy, we reject the hypothesis of the presence 

of a unit root. However, Student's test suggests that the 

constant is zero, as shown in the table above. Now we will 

perform the test on the most constrained model. 

 

Table 8: ADF of the delta.log series (current accounts) without trend and without constant: prepared by the author 

 
 

Finally, in the most contrived model, namely the model 

without trend or constant, we reject the hypothesis of the 

presence of a unit root. This proves that the differentiated 

series of log (current accounts) is integrated of order 0 and 

has neither constancy nor trend. 

 

In other words, the presence of a unit root in the log series 

(current accounts) has been correctly corrected and that the 

differentiated series is stationary. 

 

3.2.3.The interaction between the interest rate and the 

level of outstanding current accounts:  
The purpose of this paragraph is to test a possible 

relationship between the interest rate and the level of 

outstanding demand deposits and more exactly the 

outstanding current accounts, because in the banking sector 

most of the money flows are more or less controlled by 

changes in interbank interest rates, so it was found necessary 

to test the possibility of the existence of such a relationship 

in order to properly begin the work of the modeling and to 

have satisfactory results. We have a monthly series of 

interest rates from January 2006 until April 2011.  

 

We will test this relationship with the series of sight deposits 

corresponding to the same period, that is to say from 

January 2006 until April 2011. For this we used the Granger 

Causality test.  

 

Granger's Causality Test: 
Granger (1969) developed the concept of causality which 

makes it possible to highlight the direction of causality 

between two variables. Indeed for Granger to say that the 

variable Xt is the cause of Yt, means that the predictability 

of Xt is improved when the information relating to Yt is 

incorporated into the analysis. 

 

We performed this test with the STATA software, this test 

on the log variables (current accounts) and the log variable 

(interest rate).  We got the following results: 

 

Table 9: Result of the Granger causality test: Prepared by the author 
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From the previous table, we accept the null hypothesis in the 

two cases of non-existence of a causal relationship between 

current accounts and interest rates (both probabilities are 

greater than 5%). 

 

This result allows us to conclude at the 5% threshold that 

there is no sense of causality between the two variables 

according to Granger. The interest rate does not cause a 

fluctuation in outstanding chequing accounts, and 

outstanding chequing accounts do not cause changes in the 

interest rate. So we can predict the level of outstanding 

checking accounts without knowing the movement of the 

interest rate because its movement is not significant on the 

level of stock of checking accounts.  

 

3.2.4. Study of the series according to Box and Jenkins 

methodology:  

The preliminary step of the Box and Jenkins methodology 

has been done. Namely the estimation of the trend, the 

seasonal adjustment and the stationary.  

 

3.2.4.1. Identification and estimation of the model 

parameters of the evolution of the log series (current 

accounts):  
We showed in part II.2.2 that the log series (current 

accounts) is not stationary and that it is represented by a DS 

process. We have stationed it by applying a first 

differentiation to it. We have designated by current difflncpt 

the first difference of the log series (current accounts). 

 

So to determine the potential model for the log series 

(current accounts) we will need to have the simple and 

partial correlogram of the Difflncurrent series. 

 
Figure 10: Simple correlogram of the Difflncptechèque series 

 
Figure 11: Partial correlogram of the Difflncp techèque series 

 

After reading the correlogram of the Difflncpte current 

series above, the potential models for the log series (current 

accounts) are ARIMA (4,1,5), ARIMA (4,1,4) up to 

ARIMA (0,1,1 ). When estimating the parameters of all 

these models, it appears that only the coefficients of the 

ARIMA (1, 1, 2) and ARIMA (0, 1, 1) models are 

significant at the 5% level. 
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Table 10: Estimation and parameters of the ARIMA (0, 1, 1) log model (current accounts).  

 
Source: developed by the author 

 

Table 11: Estimation and parameters of the ARIMA (1, 1, 2) log model (current accounts). 

 
Source: developed by the author 

 

Now we will in the following study the suitability of these 

three models before making a judicious and optimal choice.  

 

3.2.4.2.The ARIMA model (0,1,1):  
The MA coefficients (1) and the ARIMA model constant (0, 

1, 1) are all significantly different from 0 for only one of 

5%. Other statistics like stationary R² point to a good fit. 

 

We will now analyze the residuals from its autocorrelation 

function. 

 

No term of this correlogram is outside the two confidence 

intervals and the Ljung-box statistic is greater than the 5% 

threshold. So the residues are independent and we can 

assimilate them to a white noise process. We also performed 

an ARCH test to detect heteroskedasticity, we found F-

statistic = 1.07 and the probability = 0.30 greater than 5%, 

so we reject the hypothesis of heteroskedasticity. Residues 

are a white noise process, not autocorrelated and 

homoscedastic.   

 
Figure 12: Autocorrelation and partial autocorrelation of the 

residuals. Source: prepared by the author 

 

The estimate of the ARIMA model (0, 1, 1) is therefore 

validated. The log series (current accounts) can be 

represented by a process of the ARIMA type (0, 1, 1) with 

constant.  

 

3.2.4.3 The ARIMA model (1,1,2): 
The coefficients of AR (1), MA (2) and the ARIMA model 

constant (1, 1, 2) are all significantly different from 0 for a 

threshold of 5%.%. Other statistics like stationary R² point 

to a good fit. We are now going to analyze the residuals 
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based on their autocorrelation function. No term of this 

correlogram is outside the two confidence intervals and the 

Ljung-box statistic is greater than the 5% threshold. So the 

residuals are independent and can be compared to a white 

noise process. An ARCH test was also performed to detect 

heteroskedasticity. The F-statistic = 1.45 with a probability 

of 0.37 greater than 5%. So the residuals are white noise, not 

autocorrelated and homoscedastic. The estimateof the 

ARIMA model (1,1,2) is then validated 

 
Figure 13: Autocorrelation and partial autocorrelation of the 

residuals. Source: prepared by the author 

 

3.2.5.Choice of model: 
We have found that both models pass the verification phase 

and that it is appropriate to choose from that set. The choice 

of the optimal model will be based on the model with the 

largest adjusted R², the model with the largest R² is the one 

which better explains the approximations of the reality of 

current accounts. Thus, after comparison of the two models, 

we retained the ARIMA model (1, 1, 2) with constant as 

generator of the log series (current accounts).  

 

3.2.6.The forecasts:  
We will make the forecast for the series of checking 

accounts outstanding until December 2011. For this, we will 

first forecast the log series (current account). The curves 

corresponding to the estimated data and the forecasts from 

April 2011 are presented in the following graph: 

 

 

 

 

 

 

 

 

 

 
Figure 14: Estimated data and forecasts from April 2011 from log (current accounts): Prepared by the author 

 

From the graph, we can see that current account 

outstandings will experience an upward trend by December 

2011, it also appears that the estimates are satisfactory, 

which indicates that the model fits well with reality. 

 

We will now establish the table of forecasts of current 

accounts from the table that we obtained with SPSS which 

contains the forecasts of log (current accounts).   
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Table 12: Forecast of current accounts and the confidence intervals of these forecasts until April 2011: Prepared by the 

author 

 
 

4. Conclusion 
 

We used the box jenking method in order to model the sight 

deposits of CAM and we validated the ARIMA model 

(1,1,2) finally we proceeded to the forecasts of future 

deposits. 
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