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Abstract: In this paper, a new robust control algorithm design is proposed for nonlinear multi-input multi-output (MIMO) systems 

with unknown fast time-varying parametric uncertainties. First, the system is analyzed using Lyapunov Quadratic Function (LQF) with 

indefinite time-derivative function. Second, the new MIMO model reference is used with desired characteristics in order to achieve the 

required performance. Then, a proper controller is constructed to compensate both stability and performance of the system. Afterwards, 

a new optimization method which is called Most Valuable Player Algorithm (MVPA) is used to optimize both the parameters of the 

MIMO model reference and the parameters of the proposed controller. Finally, the simulation results substantiate the efficiency of the 

proposed algorithm by achieving the asymptotic stable and the required performance of the system. 
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1. Introduction 
 

Robust control design for parametric uncertainty has 

received much attention in the control literature. Many 

contributions studied this problem in nonlinear MIMO 

systems. At the beginning, slow time-varying (TV) was 

presented for linear SISO systems [1]. Then, some 

researches were published on fast time-varying (TV) for 

linear SISO systems [2]. Meanwhile, the parametric 

uncertainty was introduced with time-varying in the control 

literature for linear systems [3]- [5]. These researches were 

made as a setup for nonlinear time-varying (TV) MIMO 

systems. Afterwards, researches were developed to discuss 

the problem of time-varying parametric uncertainties for 

nonlinear MIMO systems [6]-[9]. A suboptimal control 

method was designed to eliminate the effect of parametric 

uncertainties on the nonlinear MIMO systems [10]. In 

addition, a ball screw drives with time-varying parametric 

uncertainties was treated using adaptive backstepping sliding 

mode control [11]. Furthermore, this problem was not 

restricted to continuous systems because researches were 

introduced for many discrete systems with parametric 

uncertainties. Robust 𝐻2 fuzzy control was introduced for 

discrete-time nonlinear systems with parametric 

uncertainties [12]. Robust 𝐻∞ control was designed for 

discrete-time systems with time-varying parametric 

uncertainties [13]. A robust adaptive NN output feedback 

control was presented to compensate a class of uncertain 

discrete-time nonlinear MIMO systems [14]. In addition, 

observer based learning control was used to handle a rapid 

time-varying parametric uncertainties [15]. An uncertain 

MIMO nonlinear system was handled by implementing 

robust adaptive sliding mode control [16]. Robust adaptive 

neural network (NN) control was addressed to deal with 

uncertain nonlinear MIMO system with unknown control 

coefficient matrices and input nonlinearities [17]. Robust 

decentralized tracking control was addressed to deal with 

uncertain MIMO nonlinear systems with time-varying 

delays [18].  A robust tracking control was presented for 

nonlinear MIMO systems with uncertainties and external 

disturbances [19].  Two types of sliding mode controllers 

were proposed for MIMO tank system [20]. A novel fuzzy-

adaptive control was proposed to deal with a class of 

nonlinear MIMO systems [21]. Generally, the tracking 

controllers for MIMO systems presented in many 

contributions were based on second order or discrete or 

based on the system if the plant is Linear Time Invariant 

(LTI) MIMO system [22]-[24]. Moreover, the analysis was 

made for these contributions are based on the regular 

Lyapunov analysis with negative-definite time-derivative 

function [25]-[29]. In this paper, a robust control algorithm 

is presented to compensate a class of nonlinear MIMO 

system with time-varying parametric uncertainties. This 

algorithm is based on Lyapunov stability analysis with 

indefinite time-derivative function. A MIMO model 

reference is used based on the actual nonlinear system to fit 

the algorithm design procedure. The Most Valuable Player 

Algorithm (MVPA) is used to optimize the parameters of the 

controller and the MIMO model reference. Finally, signum 

function is used in the proposed control algorithm to 

overcome the decoupling and compensate the uncertainties 

of the MIMO system. 

 

2. Most Valuable Player Algorithm  
 

The Most Valuable Player Algorithm (MVPA) is new sport-

based optimization method where the players are compete 

each other's collectively in teams to find the winner of the 

leagues‟ championship. In addition, they are competing with 

each other in order to achieve the MVP trophy. Like other 

metaheuristic methods. The number of population is 

represented as a group of skilled players which are presented 

design variables and the numbers of the players‟ skills are 

the dimension of the problem. Here are some sport terms 

related to the MVPA should be defined [30]:  

 

 Team: a group of players who are played a sport game 

against another group of players. 

 Player:  a person who is participated in a sport game. 

 Championship: a competition tournament to find out the 

best team/player in a certain sport. 

 Franchise player: the best player in any sports team who 

is played professionally. 
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 League: a group of sports teams who are all played 

against each other to acquire points and figure out which 

team is the best. 

 Fixture: an event of sports that is prepared to be 

happened in a certain date and place. 

 Most valuable player: the award that is given to the best 

player in a sport game/series of sport games throughout a 

certain season.  

 

In this algorithm, a player and a team which is a group of 

players both are represented as follows [30]: 

        𝑷𝒍𝒂𝒚𝒆𝒓𝒌 =  𝑺𝒌,𝟏 𝑺𝒌,𝟐 . . 𝑺𝒌,𝑷𝒓𝒐𝒃𝒍𝒆𝒎𝑺𝒊𝒛𝒆   (1) 

𝑻𝒆𝒂𝒎𝒊 = 

 
 
 
 

𝑺𝟏.𝟏 𝑺𝟏.𝟐 . 𝑺𝟏,𝑷𝒓𝒐𝒃𝒍𝒆𝒎𝑺𝒊𝒛𝒆

𝑺𝟐.𝟏 𝑺𝟐.𝟐 . 𝑺𝟏,𝑷𝒓𝒐𝒃𝒍𝒆𝒎𝑺𝒊𝒛𝒆

⋮
𝑺𝑷𝒍𝒂𝒚𝒆𝒓𝑺𝒊𝒛𝒆,𝟏

⋮
𝑺𝑷𝒍𝒂𝒚𝒆𝒓𝑺𝒊𝒛𝒆,𝟐

.     ⋮  
. 𝑺𝑷𝒍𝒂𝒚𝒆𝒓𝑺𝒊𝒛𝒆,𝑷𝒓𝒐𝒃𝒍𝒆𝒎𝑺𝒊𝒛𝒆 

 
 
 

 (2) 

where 𝑃𝑙𝑎𝑦𝑒𝑟𝑠 𝑆𝑖𝑧𝑒 represents how many players that are 

played in the league, 𝑃𝑟𝑜𝑏𝑙𝑒𝑚𝑆𝑖𝑧𝑒 represents the problem 

dimension and 𝑆 represents the skills. Each team own a 

player who has called a franchise also the best player of the 

league. An example of two players with their corresponding 

level of skills for each one is shown in Figure 1. 

 

 
Figure 1 Two players presented with their skills [30]. 

 

The phases of the MVPA are explained as follow [27]: 

a) Initialization; a number population of the player size; 

players are randomly generated in the search space. 

b) Team formation; the teams are named as‘𝑛𝑇1‟ and ‘𝑛𝑇2’ 

are first team and second team respectively. Also, the 

players are named such as ‘𝑛𝑃1‟ and „𝑛𝑃2’ are the players 

of the first and second team respectively. These variables 

are calculated as follow [30]: 

       𝒏𝑷𝟏 =  𝒄𝒆𝒊𝒍  
𝑷𝒍𝒂𝒚𝒆𝒓𝒔𝑺𝒊𝒛𝒆

𝑻𝒆𝒂𝒎𝒔𝑺𝒊𝒛𝒆
  (3) 

            𝒏𝑷𝟐 = 𝒏𝑷𝟏 + 𝟏          (4) 

𝒏𝑻𝟏 =  𝑷𝒍𝒂𝒚𝒆𝒓𝒔𝑺𝒊𝒛𝒆 − 𝒏𝑷𝟐𝑻𝒆𝒂𝒎𝒔𝑺𝒊𝒛𝒆  (5) 

               𝒏𝑻𝟐 =  𝑻𝒆𝒂𝒎𝒔𝑺𝒊𝒛𝒆 − 𝒏𝑻𝟏         (6) 

c) Team competition; players are debating each other 

individually in order to find which one is the best player 

who has the best skills. This competition is calculated 

using the following expressions [30]: 

𝑻𝑬𝑨𝑴𝒊 =   
𝑻𝑬𝑨𝑴𝒊 +  𝒓𝒂𝒏𝒅 

𝑭𝒓𝒂𝒏𝒄𝒉𝒊𝒔𝒆𝑷𝒍𝒂𝒚𝒆𝒓𝒊

−𝑻𝑬𝑨𝑴𝒊
 

+𝟐𝒓𝒂𝒏𝒅 𝑴𝑽𝑷 − 𝑻𝑬𝑨𝑴𝒊  
   (7) 

If 𝑇𝐸𝐴𝑀𝑖 is chose to play against𝑇𝐸𝐴𝑀𝑗  and 𝑇𝐸𝐴𝑀𝑖wins the 

player‟s performance of 𝑇𝐸𝐴𝑀𝑖are expressed as follow [30]: 

𝑻𝑬𝑨𝑴𝒊 + 𝒓𝒂𝒏𝒅 
𝑻𝑬𝑨𝑴𝒊

−𝑭𝒓𝒂𝒏𝒄𝒉𝒊𝒔𝒆𝑷𝒍𝒂𝒚𝒆𝒓𝒋
   (8) 

Otherwise, they are expressed as follow [30]: 

  𝑻𝑬𝑨𝑴𝒊 + 𝒓𝒂𝒏𝒅 
𝑭𝒓𝒂𝒏𝒄𝒉𝒊𝒔𝒆𝑷𝒍𝒂𝒚𝒆𝒓𝒋

−𝑻𝑬𝑨𝑴𝒊
    (9) 

d) Application of greediness; a new solution is selected after 

the comparison of the population is done. Each selection 

is made based on a better objective function value. 

e) Application of elitism; the best (elite) players are selected 

and the other players are replaced with the best ones.  

f) Remove duplicates; if the best players have been 

selecting twice. Then, one of them is dropped. 

g) Termination criterion; in the MVPA, this criterion is 

option implemented by the user himself or the number of 

the iterations will be the termination criterion [30]. 

 

The reason behind using MVPA is that the method is 

converging faster after compared with 13 well-known 

optimization methods including Genetic Algorithm (GA), 

Particle Swarm Optimization (PSO), …, etc [30]. It can be 

seen in Figure 2, the steps of the MVPA in detail with 

respect to the system that can be used later. 

 
Figure 2 The flowchart of MVPA with the system. 

 

3. Control Algorithm Design 
 

In this section, the robust control algorithm which is based 

on the Lyapunov stability analysis is presented after the 

system is described and a proper model reference is selected. 

 

3.1 Problem Formulation 
In this subsection, the mathematical model of the nonlinear 

MIMO systems with unknown fast time-varying parametric 

uncertainties is presented as follow [31]: 

𝒙(𝒏) = 𝒉 𝐱, 𝒙 𝒏−𝟏 , 𝜽𝟏 + 𝑮 𝐱, 𝜽𝟐 𝒖               (10) 

where 𝐱 ≜  𝑥𝑇 , 𝑥 𝑇 , ⋯ ,  𝑥 𝑛−1  
𝑇
 
𝑻

∈ ℛ𝑚𝑛 −𝑚 , 𝑥 𝑖  𝑡 ∈ ℛ𝑚 , 𝑖 =

 0, 1,… , 𝑛 denote the system states, , 𝑢(𝑡) ∈ ℛ𝑚  is the control 

input, 𝑥(𝑡) ∈ ℛ𝑚  is the system output. 𝑕 x, 𝑥 𝑛−1 , 𝜃1 ∈

ℛ𝑚  and 𝐺 x, 𝜃2 ∈ ℛ𝑚×𝑚  are locally Lipschitz in their 

arguments with unknown time-varying parameters 𝜃𝑖 𝑡 ∈

ℛ𝑙𝑖  ∀ 𝑖 =  1, 2.  
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3.2 System Description and Preliminaries 
 

In this subsection, Lyapunov stability analysis with 

indefinite time-derivative function is proved for the non-

linear time-varying system [32]: 

                         𝒙 (𝒕) = 𝒇(𝒙, 𝒕), 𝒖(𝒕)                        (11) 
where 𝑓 ∶ 𝐽 × 𝑹𝒏 × 𝑹𝒎 → 𝑹𝒏 is continuous, locally Lipschitz 

on 𝑥 for bounded 𝑢 and such that 𝑓(𝑡, 0, 0) = 0. The input 

𝑢: 𝐽 →  𝑹𝒎 is assumed to be locally essentially bounded. In 

this note, we are interested in the stability analysis of system 

in Equation (11). Throughout this note, for any 

ℂ1  function 𝑉: 𝐽 ×  𝑹𝒏 → 𝑹, such that [32]: 

                 𝑽 (𝒙, 𝒕) 
(𝟓)

≜ 
𝝏𝑽 𝒙,𝒕 

𝝏𝒕
+

𝝏𝑽 𝒙,𝒕 

𝝏𝒙
𝒇(𝒙, 𝒕, 𝒖)       (12) 

Next, the concept of stable functions is proposed. Consider 

the following scalar linear time-varying system [32]: 

                          𝒚  𝒕 = 𝝁 𝒕 𝒚 𝒕 , 𝒕 ∈  𝑱                 (13) 
where 𝑦(𝑡): 𝐽 → 𝑹 is the state variable and 𝜇(𝑡)  ∈  ℙℂ (𝐽, 𝑹) . 

It is not hard to see that the state transition matrix for system 

as in Equation (13) is given by [32]: 

            𝝋 𝒕, 𝒕𝟎 = 𝒆𝒙𝒑   𝝁 𝒔 𝒅𝒔
𝒕

𝒕𝟎
  , ∀𝒕 ≥  𝒕𝟎 ∈ 𝑱    (14) 

Definition 1: The function 𝜇(𝑡) ∈ ℙℂ(𝐽, 𝑹) is said to be: 

i. asymptotically stable if the scalar system as in Equation 

(13) is asymptotically stable; 

ii. exponentially stable if the scalar system as in Equation 

(13) is exponentially stable, namely, there exist 

constants 𝑘(𝑡0) > 0 and 𝛼 > 0 such that [32]: 
      𝒚(𝒕)  ≤  𝒌(𝒕𝟎) 𝒚 𝒕𝟎   𝒆𝒙𝒑(−𝜶 (𝒕 − 𝒕𝟎) , ∀𝒕 ≥  𝒕𝟎 ∈  𝑱 (15) 
iii. uniformly exponentially stable or uniformly 

asymptotically stable if the scalar linear time-varying 

system as in Equation (13) is uniformly exponentially 

stable, namely, the constant 𝑘(𝑡0) in Equation (9) is 

independent of 𝑡0. In Definition 1 we have noted that, 

for linear time-varying system, uniformly asymptotic 

stability and uniformly exponential stability are 

equivalent. By noting the transition matrix in Equation 

(14), Abovementioned analysis leads to the following 

fact 

 

Lemma 1: The scalar function 𝜇(𝑡) ∈ ℙℂ(𝐽, 𝑹) is [32]: 

i. asymptotically stable if and only if 

                𝒍𝒊𝒎𝒕→∞  𝝁(𝒔) 𝒅𝒔
𝒕

𝒕𝟎
= − ∞      (16) 

ii. exponentially stable if and only if there exist 𝛼 >  0 

and 𝛽(𝑡0), which is non-negative, piece-wise 

continuous, and non-decreasing, such that 

 𝝁(𝒔) 𝒅𝒔
𝒕

𝒕𝟎
≤ − 𝜶(𝒕 − 𝒕𝟎) + 𝜷(𝒕𝟎), ∀𝒕 ≥ 𝒕𝟎 ∈ 𝑱 (17) 

iii. uniformly exponentially stable if and only if Equation 

(14) is satisfied, where 𝛽 is independent of 𝑡0. 

Of course, if 𝜇(𝑡) ∈ ℙℂ(𝐽, 𝑹) is a periodic function with 

period 𝑇, then the three different stability concepts in 

Definition 1 are equivalent, and moreover, they are 

equivalent to the existence of a 𝑐 >  0 such that 

                      𝝁(𝒔) 𝒅𝒔
𝒕

𝒕+𝑻
≤ − 𝒄               (18) 

Theorem 1: Assume that there exists a 𝐶1  function 𝑉: 𝐽 ×

ℛ𝑛 → 𝐽, two 𝒩𝒦∞  functions 𝛼𝑖 , 𝑖 =  1, 2, and a scalar 

function 𝜇 𝑡 ∈ ℙℂ 𝐽, ℛ ,  ∀𝑡 ∈ 𝐽 and 𝑥 ∈ ℛ𝑛  such that [32]: 

                   𝜶𝟏 𝒕, 𝒙 ≤ 𝑽(𝒙, 𝒕)  ≤ 𝜶𝟐(𝒕, 𝒙)       (19) 

            𝑽  𝒙, 𝒕  
 𝟓  𝐰𝐡𝐞𝐫𝐞 𝒖 ≡ 𝟎 

≤  𝝁(𝒕)𝑽(𝒙, 𝒕)      (20) 

Then the nonlinear time-varying system of Equation (11) 

with u ≡ 0 is: 

 Globally asymptotically stable if 𝜇 𝑡  is asymptotically 

stable. 

 Globally uniformly and asymptotically stable if μ(t) is 

uniformly exponentially stable and 𝛼𝑖 𝑠, 𝑡 , 𝑠 , 𝑖 =  1, 2 

are independent of 𝑡. 

 Globally exponentially stable if 𝜇 𝑡  is exponentially 

stable and there exist 𝑚 > 0 and 𝑘𝑖 ∙ ∈  𝒩, 𝑖 =

 1, 2  such that 𝛼𝑖 𝑠, 𝑡 = 𝑘𝑖(𝑡) 𝑠𝑚 , 𝑖 = 1, 2. 

 Globally uniformly and exponentially stable if 𝜇 𝑡   is 

uniformly exponentially stable and there exist 𝑚 >

0, 𝑘𝑖 > 0, 𝑖 =  1, 2  such that  𝛼𝑖 𝑠, 𝑡 = 𝑘𝑖𝑠
𝑚 , 𝑖 = 1, 2. 

 

Proof: note that Equation (20) includes 
𝒅

𝒅𝒕
𝐥𝐧 𝑽(𝒙, 𝒕) =

𝑽 (𝒙,𝒕)

𝑽(𝒙,𝒕)
≤ 𝝁 𝒕 ,   ∀𝒕 ≥ 𝒕𝟎 ∈ 𝑱 

 

From which it follows that  
                      𝜶𝟏 𝒕𝟎,  𝒙 𝒕   ≤ 𝜶𝟏 𝒕,  𝒙 𝒕    

        ≤ 𝑽(𝒙(𝒕), 𝒕) 

                                  ≤ 𝑽(𝒙(𝒕𝟎), 𝒕𝟎)𝝋(𝒕, 𝒕𝟎)     (21) 
                           ≤ 𝜶𝟐 𝒕𝟎,  𝒙 𝒕𝟎   𝝋(𝒕, 𝒕𝟎)  

 

Proof of Item 1: Since 𝐥𝐢𝐦𝒕→∞ 𝝋(𝒕, 𝒕𝟎) =  𝟎, there exists a 

𝑻 =  𝑻(𝒕𝟎) such that 𝝋 𝒕, 𝒕𝟎 ≤ 𝟏, ∀𝒕 ≥ 𝒕𝟎 +  𝑻 𝒕𝟎 . Let 
𝜸 𝒕𝟎 ≜ 𝐦𝐚𝐱

𝒔 ∈[𝒕𝟎,   𝒕𝟎+𝑻 𝒕𝟎 ]
{𝝋(𝒔, 𝒕𝟎)} ≥ 𝟏 

 

Then from Equation (21) we have 

          𝒂𝟏 𝒕𝟎,  𝒙 𝒕   ≤ 𝜶𝟐 𝒕𝟎,  𝒙 𝒕𝟎   𝜸 𝒕𝟎 , ∀𝒕 ≥ 𝒕𝟎   (22) 

 

Consequently, for a function 𝛼 ∈  𝒩𝒦∞ , so 𝛼−1(𝑡, 𝑠) is used 

to denote the inverse function of 𝛼(𝑡, 𝑠) with respect to the 

second variable, namely 𝛼−1(𝑡, 𝛼(𝑡, 𝑠))   ≡  𝑠. Then 

                𝜹(𝒕𝟎) = 𝜶𝟐
−𝟏  𝒕𝟎, (

𝟏

𝜸 𝒕𝟎 
)𝒂𝟏 𝒕𝟎, 𝜺   

Equivalently, 𝛼2(𝑡0, 𝛿(𝑡0)𝛾(𝑡0)) = 𝛼1(𝑡0, 𝜀). Then from 

Equation (22) that, for any 𝑥(𝑡0) ≤ 𝛿(𝑡0), 
𝒂𝟏 𝒕𝟎,  𝒙 𝒕   ≤ 𝜶𝟐 𝒕𝟎, 𝜹(𝒕𝟎) 𝜸 𝒕𝟎 , 

                                          = 𝜶𝟏 𝒕𝟎, 𝜺 , ∀𝒕 ≥ 𝒕𝟎 ∈ 𝑱 
which is just 𝑥(𝑡) ≤ 𝜀, ∀𝑡 ≥ 𝑡0. On the other hand, from 

Equations (16) and (21) that lim𝑡→ ∞ 𝑥(𝑡) = 0. This proves 

that the system is globally asymptotically stable. 

 

Proof of Item 2: It follows from Item 3 of Lemma 1 and 

Equation (21) such that, for any 𝑡 ≥ 𝑡0 ∈ 𝐽,  

 𝒙 𝒕 ≤ 𝜶𝟏
−𝟏 𝜶𝟐  𝒙 𝒕𝟎   𝝓 𝒕, 𝒕𝟎   

         ≤ 𝜶𝟏
−𝟏(𝜶𝟐( 𝒙(𝒕𝟎) ))𝒆𝒙𝒑(𝜷)𝒆𝒙𝒑(−𝜶(𝒕 − 𝒕𝟎) ∈ 𝓚𝓛 

which shows that the system is globally uniformly 

asymptotically stable. 

 

Proof of Item 3: By noting that 𝛼𝑖
−1(𝑡, 𝑠) =  𝑠𝟏/𝒎𝑘

𝑖

− 
𝟏

𝒎
 
(𝑡) and 

Equation (17) 

𝒙(𝒕) ≤  
𝒌𝟐 𝒕𝟎 

𝒌𝟏 𝒕𝟎 
 
𝟏/𝒎

𝒆𝜷(𝒕𝟎)/𝒎 𝒙(𝒕𝟎) 𝒆−(𝜶/𝒎)(𝒕−𝒕𝟎)   (23) 

which indicates the system is globally exponentially stable. 

Proof of Item 4: This follows from Equation (23) since is 

𝑘𝑖(𝑡0), 𝑖 =  1, 2 and 𝛽 𝑡0 are independent of 𝑡0. The proof is 

finished. To go further, the following technical lemma is 

introduced. 

 

Lemma 2: (Generalised Gronwall–Bellman Inequality): 

Assume that 𝜋 𝑡 ∈ ℙℂ 𝐽, 𝑹 , 𝜇 𝑡 ∈ ℂ 𝐽, 𝑹  and 𝑦 𝑡 : 𝐽 → 𝐽 is 

such that [32]: 

                        𝒚 (𝒕) ≤ 𝝁(𝒕)𝒚(𝒕) +  𝝅(𝒕) ,   𝒕 ∈ 𝑱           (24) 
Then, for any 𝑡 ≥  𝑠 ∈  𝐽, the inequality holds true: 

               𝒚(𝒕) ≤ 𝝋(𝒕, 𝒔)𝒚(𝒔) +  𝝋(𝒕, 𝝀)𝝅(𝝀) 𝒅𝝀
𝒕

𝒔
        (25) 
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Lemma 2 can be regarded as the Gronwall–Bellman 

inequality in the differential form. Note that differently from 

the generalized integral Gronwall–Bellman inequality in, the 

function 𝜇(𝑡) is not required to be positive for all 𝑡.  

 

Theorem 2: Assume that there exists a 𝐶1 function 𝑉: 𝐽 ×

 𝑹𝒏 →  𝐽, 𝑡𝑤𝑜 𝒩𝐾∞  functions 𝛼𝑖 , 𝑖 =  1, 2, an asymptotically 

stable function 𝜇(𝑡)  ∈  ℂ(𝐽, 𝑹) , and a scalar function 

𝜋(𝑡) ∈ ℙℂ(𝐽, 𝐽) such that, for all(𝑥, 𝑡) ∈ 𝐽 × 𝑹𝒏, Equation (17) 

and the following inequality are satisfied [32]: 

𝑽 (𝒙, 𝒕)(𝟐)𝒘𝒉𝒆𝒓𝒆 𝒖≡ 𝟎 ≤  𝝁(𝒕)𝑽(𝒙, 𝒕) + 𝝅(𝒕)         (26) 

Denote 𝜅(𝑡, 𝑡0) ∶ 𝐽 × 𝐽 → 𝑹 as: 

                𝜿(𝒕, 𝒕𝟎) =  𝝋(𝒕, 𝒔)𝝅(𝒔) 𝒅𝒔
𝒕

𝒕𝟎
             (27) 

Then system in Equation (11) is globally asymptotically 

stable if 𝜅 𝑡, 𝑡0  is bounded for any 𝑡 ≥ 𝑡0 ∈ 𝐽 and: 

𝒍𝒊𝒎
𝒕 →∞

𝜿 𝒕, 𝒕𝟎 = 𝒍𝒊𝒎
𝒕→∞ 

 𝝋 𝒕, 𝒔 𝝅 𝒔 𝒅𝒔
𝒕

𝒕𝟎

=  𝟎, 

                                                                 ∀𝒕𝟎 ∈ 𝑱      (28) 
Proof: Applying Lemma 2 on inequality in Equation (26) 

gives, for all 𝑡 ≥ 𝑡0 ∈ 𝐽,  
              𝜶𝟏 𝒕𝟎,  𝒙 𝒕    ≤  𝜶𝟏 𝒕  𝒙 𝒕    
                                      ≤  𝑽 𝒙 𝒕 , 𝒕  
                                      ≤   𝑽 𝒙 𝒕𝟎 , 𝒕𝟎 𝝋(𝒕, 𝒕𝟎) + 𝜿(𝒕, 𝒕𝟎)  
Hence, by noting that 𝑙𝑖𝑚𝑡→∞ 𝜑(𝑡, 𝑡0) = 0 and Equation (26), 

we have 𝑙𝑖𝑚𝑡→∞ 𝛼1 𝑡0, 𝑥 𝑡  = 0 , which in turn implies 

𝑙𝑖𝑚𝑡→∞ 𝑥 𝑡 = 0. Hence the origin of the system is globally 

attractive. On the other hand, as 𝜅(𝑡, 𝑡0) and 𝜑(𝑡, 𝑡0) are 

bounded, 𝛼1 𝑡0, 𝑥 𝑡   is bounded, which in turn implies that 

𝑥(𝑡) is bounded, namely, the system is Lagrange stable. 

Then, by Proposition 2.5 in [33], the system is Lyapunov 

stable. Consequently, the non-linear time-varying system in 

Equation (11) is globally asymptotically stable. The most 

important advantage of Theorem 2 is that the right-hand-side 

of Equation (26) is not required to be negative for all time. 

Moreover, it is even allowed to have a drift term that is non-

negative for all time. 

  

3.3 MIMO Model Reference Selection 

The selection of the model reference for Linear Time 

Invariant (LTI) MIMO systems depends on the relative 

degree of the plant. However, the system is nonlinear and 

fast parametric time-varying. Therefore, the model reference 

is designed based on the system to fit the algorithm design 

procedure. The parameters of the MIMO model reference 

are optimized using MVPA in order to obtain the optimum 

model reference for MIMO system. The following is the 

selected MIMO model reference [22]-[24]: 
𝒙 𝒅 = 𝑨𝒙𝒅 + 𝑩𝒓 

𝒚 = 𝒄𝒙𝒅 

Or              
𝒙 𝟏𝒅
𝒙 𝟐𝒅

 =  
𝟎 𝟏

−𝒂𝟏 −𝒂𝟐
  

𝒙𝟏𝒅

𝒙𝟐𝒅
 +  

𝒃𝟏 𝟎
𝟎 𝒃𝟐

  
𝒓𝟏

𝒓𝟐
  

                
𝒚𝟏𝒅

𝒚𝟐𝒅
 =   

𝒄𝟏 𝟎
𝟎 𝒄𝟐

  
𝒙𝟏𝒅

𝒙𝟐𝒅
                   (29) 

where 𝑎1 , 𝑎2, 𝑏1 , 𝑏2, 𝑐1 and 𝑐2 represent the coefficients of the 

model reference which are positive constants. Also, 𝑥1𝑑  and 

𝑥2𝑑  represent the states of the model reference and 𝑟1 , 𝑟2, 𝑦1𝑑  

and 𝑦2𝑑  are the model reference inputs and outputs 

respectively. 

 

 

 

 

3.4  Lyapunov Stability Analysis 

In this subsection, Lyapunov Quadratic Function (LQF) is 

selected in order to analyze the MIMO system as follow: 

                         𝒆 =  𝒙𝒅 − 𝒙                              (30) 

                         𝒆 =  𝒙 𝒅 − 𝒙                               (31) 

Let the system be     𝒙 =  𝒇 𝒙, 𝒖, 𝒕                             (32) 

Then substituting Equations (29), (30) and (32) in equation 

(31), gives: 
𝒆 = 𝑨𝒙𝒅 + 𝑩𝒓 − 𝒇 𝒙, 𝒖, 𝒕  

𝒆 =  𝑨𝒙𝒅 + 𝑩𝒓 − 𝒇 𝒙, 𝒖, 𝒕 + 𝑨𝒙 − 𝑨𝒙 
𝒆 = 𝑨 𝒙𝒅 − 𝒙 + 𝑨𝒛 + 𝑩𝒓 − 𝒇 𝒙, 𝒖, 𝒕  

                  𝒆 = 𝑨𝒆 + 𝑨𝒙 + 𝑩𝒓 − 𝒇 𝒙, 𝒖, 𝒕         (23) 

By using LQF as follow: 

                              𝑽 𝒆 =  𝒆𝑻𝑷 𝒆                     (34) 
The time-derivative of LQF 𝑉  𝑒  yields: 

                      𝑽  𝒆 =  𝒆 𝑻𝑷 𝒆 + 𝒆𝑻𝑷 𝒆                (35) 
Substituting Equation (33) in equation (35) gives: 

𝑽  𝒆 =  𝑨𝒆 + 𝑨𝒙 + 𝑩𝒓 − 𝒇 𝒙, 𝒖, 𝒕  𝑻 𝑷 𝒆 
                                  + 𝒆𝑻𝑷  𝑨𝒆 + 𝑨𝒙 + 𝑩𝒓 − 𝒇 𝒙, 𝒖, 𝒕   
𝑽  𝒆 = 𝒆𝑻 𝑨𝑻𝑷 + 𝑷𝑨 𝒆 + 𝟐𝒆𝑻𝑷 𝑨𝒙 − 𝒇 𝒙, 𝒖, 𝒕 + 𝑩𝒓  

                       𝑽  𝒆 =  −𝒆𝑻𝑸𝒆 + 𝟐𝑴                (36) 

with                        𝑴 = 𝒆𝑻𝑷 𝑨𝒙 + 𝑩𝒓 − 𝒇 𝒙, 𝒖, 𝒕              (37) 

where 𝑄 and P are positive matrix. 

 

 
Figure 3: General nonlinear MIMO system with MVPA 

 

Figure 3 shows the interconnections between the general 

form of the nonlinear MIMO system and the MVPA. 

Aforementioned analysis is applied on the following MIMO 

system in order to overcome the parametric uncertainty. 

Considering MIMO nonlinear system with fast time-varying 

parametric uncertainties [31]: 

𝒙 𝟏 = 𝒖𝟏𝝋𝟏 𝒙𝟏, 𝜽𝟏 + 𝒙𝟐 + 𝒙𝟏𝒙𝟐
𝟐𝝋𝟏 𝒙𝟏, 𝜽𝟏  

𝒙 𝟐 = 𝒖𝟐𝝋𝟐 𝒙𝟐, 𝜽𝟐 − 𝒙𝟏 + 𝒙𝟏
𝟐𝒙𝟐𝝋𝟏 𝒙𝟏, 𝜽𝟏 − 𝝋𝟐 𝒙𝟐, 𝜽𝟐   

                                                                               (38) 

where 𝜑1 𝑥1 , 𝜃1 = (1 + 𝑥1
2)𝜃1(𝑡), 𝜑2 𝑥2 , 𝜃2 =  𝑒𝜃2(𝑡)𝑥2  and 

𝜃1 𝑡 , 𝜃2 𝑡  are time-varying parameters as 

𝜃 = [𝜃1(𝑡) 𝜃2(𝑡)]𝑇 = [𝑠𝑖𝑛 0.5𝑡 − 𝑐𝑜𝑠 𝑡  𝑠𝑖𝑛 0.5𝑡 − 𝑐𝑜𝑠 𝑡 ]𝑇. 

Or  
𝒙 𝟏
𝒙 𝟐

 =  
𝟎 𝟏
−𝟏 𝟎

  
𝒙𝟏

𝒙𝟐
 +  

𝝋𝟏 𝒙𝟏, 𝜽𝟏 𝟎

𝟎 𝝋𝟐 𝒙𝟐, 𝜽𝟐 
  

                                                      ×  
𝒖𝟏

𝒖𝟐
 +  

𝜹𝟏

𝜹𝟐
     (39) 

where 𝛿1 = 𝑥1𝑥2
2𝜑1 𝑥1 , 𝜃1 , 𝛿2 = 𝑥1

2𝑥2𝜑1 𝑥1 , 𝜃1 − 𝜑2 𝑥2 , 𝜃2 . 

By substituting Equations (29) and (39) in Equation (37) as 

follow: 

𝑴 =   𝒆𝟏 𝒆𝟐  
𝒑𝟏𝟏 𝒑𝟏𝟐

𝒑𝟏𝟐 𝒑𝟐𝟐
  

×  

 
𝟎 𝟏

−𝒂𝟏 −𝒂𝟐
  

𝒙𝟏

𝒙𝟐
 +  

𝒃𝟏 𝟎
𝟎 𝒃𝟐

  
𝒓𝟏

𝒓𝟐
 −  

𝟎 𝟏
−𝟏 𝟎

  
𝒙𝟏

𝒙𝟐
 

−  
𝝋𝟏 𝒙𝟏, 𝜽𝟏 𝟎

𝟎 𝝋𝟐 𝒙𝟐, 𝜽𝟐 
  

𝒖𝟏

𝒖𝟐
 −  

𝜹𝟏

𝜹𝟐
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=   𝒆𝟏 𝒆𝟐  
𝒑𝟏𝟏 𝒑𝟏𝟐

𝒑𝟏𝟐 𝒑𝟐𝟐
  

 
𝟎 𝟎

−𝒂𝟏 + 𝟏 −𝒂𝟐 − 𝟏
  

𝒙𝟏

𝒙𝟐
 

+  
𝒃𝟏𝒓𝟏 − 𝝋𝟏 𝒙𝟏, 𝜽𝟏 𝒖𝟏 − 𝜹𝟏

𝒃𝟐𝒓𝟐 − 𝝋𝟐 𝒙𝟏, 𝜽𝟏 𝒖𝟐 − 𝜹𝟐
 
  

=   𝒆𝟏 𝒆𝟐  
𝒑𝟏𝟏 𝒑𝟏𝟐

𝒑𝟏𝟐 𝒑𝟐𝟐
  

 
𝟎

 −𝒂𝟏 + 𝟏 𝒙𝟏 +  −𝒂𝟐 − 𝟏 𝒙𝟐
 

  +  
𝒃𝟏𝒓𝟏 − 𝝋𝟏 𝒙𝟏, 𝜽𝟏 𝒖𝟏 − 𝜹𝟏

𝒃𝟐𝒓𝟐 − 𝝋𝟐 𝒙𝟏, 𝜽𝟏 𝒖𝟐 − 𝜹𝟐
 
  

=    
𝒆𝟏𝒑𝟏𝟏

+𝒆𝟐𝒑𝟏𝟐
  

𝒆𝟏𝒑𝟏𝟐

+𝒆𝟐𝒑𝟐𝟐
   

×  
𝒃𝟏𝒓𝟏 − 𝝋𝟏 𝒙𝟏, 𝜽𝟏 𝒖𝟏 − 𝜹𝟏

 −𝒂𝟏 + 𝟏 𝒙𝟏 +   −𝒂𝟐 − 𝟏 𝒙𝟐 + 𝒃𝟐𝒓𝟐 − 𝝋𝟐 𝒙𝟏, 𝜽𝟏 𝒖𝟐 − 𝜹𝟐
  

=  
𝒆𝟏𝒑𝟏𝟏

+𝒆𝟐𝒑𝟏𝟐
  𝒃𝟏𝒓𝟏 − 𝝋𝟏 𝒙𝟏, 𝜽𝟏 𝒖𝟏 − 𝜹𝟏 +  

𝒆𝟏𝒑𝟏𝟐

+𝒆𝟐𝒑𝟐𝟐
  

                    ×  
 −𝒂𝟏 + 𝟏 𝒙𝟏 +   −𝒂𝟐 − 𝟏 𝒙𝟐

+𝒃𝟐𝒓𝟐 − 𝝋𝟐 𝒙𝟏, 𝜽𝟏 𝒖𝟐 − 𝜹𝟐
    (40) 

Let     𝒖𝟏 =  
𝟏

𝝋𝟏 𝒙𝟏,𝜽𝟏 
×  

𝒃𝟏𝒓𝟏 − 𝜹𝟏 − 𝒄𝟏𝒙𝟏
𝟐

+𝒄𝟐𝒙𝟏
𝟐𝒔𝒊𝒈𝒏 

𝒆𝟏𝒑𝟏𝟏

+𝒆𝟐𝒑𝟏𝟐
 
            (41) 

𝒖𝟐 =  
𝟏

𝝋𝟐 𝒙𝟐,𝜽𝟐 
 
𝒃𝟐𝒓𝟐 − 𝜹𝟐 +  

−𝒂𝟏

+𝟏
 𝒙𝟏 +  

−𝒂𝟐

−𝟏
 𝒙𝟐

−𝒄𝟑𝒙𝟐
𝟐  + 𝒄𝟒𝒙𝟐

𝟐𝒔𝒊𝒈𝒏 
𝒆𝟏𝒑𝟏𝟐

+𝒆𝟐𝒑𝟐𝟐
 

      (42) 

Then  𝑴 =  
𝒆𝟏𝒑𝟏𝟏

+𝒆𝟐𝒑𝟏𝟐
 ×   

𝒄𝟏

−𝒄𝟐𝒔𝒊𝒈𝒏 
𝒆𝟏𝒑𝟏𝟐

+𝒆𝟐𝒑𝟐𝟐
 
 𝒙𝟏

𝟐 +

 
𝒆𝟏𝒑𝟏𝟐

+𝒆𝟐𝒑𝟐𝟐
   

𝒄𝟑

−𝒄𝟒𝒔𝒊𝒈𝒏 
𝒆𝟏𝒑𝟏𝟐

+𝒆𝟐𝒑𝟐𝟐
 
 𝒙𝟐

𝟐 +  
𝒌𝒅𝒙𝟏

𝟐

+𝒌𝒃𝒙𝟐
𝟐
 

𝟐

      (43) 

By substituting Equation (43) in Equation (36) gives: 

𝑽  𝒆 = −𝒆𝑸𝒆𝑻 + 

𝟐

 
 
 
 
 
  

𝒆𝟏𝒑𝟏𝟏

+𝒆𝟐𝒑𝟏𝟐
   

𝒄𝟏

−𝒄𝟐𝒔𝒊𝒈𝒏 
𝒆𝟏𝒑𝟏𝟐

+𝒆𝟐𝒑𝟐𝟐
 
 𝒙𝟏

𝟐 +

 
𝒆𝟏𝒑𝟏𝟐

+𝒆𝟐𝒑𝟐𝟐
   

𝒄𝟑

−𝒄𝟒𝒔𝒊𝒈𝒏 
𝒆𝟏𝒑𝟏𝟐

+𝒆𝟐𝒑𝟐𝟐
 
 𝒙𝟐

𝟐 +  
𝒌𝒅𝒙𝟏

𝟐

+𝒌𝒃𝒙𝟐
𝟐 

𝟐

 
 
 
 
 
 
 

 (44) 

It is obvious that the time-derivative function is indefinite 

function. Therefore, according to the Theorems 1 and 2 if 

𝑉  𝑒 < 0 then the MIMO system is asymptotically stable. 
Moreover, , the integral square error performance index 

(ISE) is used. It is expressed as [34]: 

                            𝑱 =   𝒆𝟐(𝒕)
𝒕

𝟎
𝒅𝒕                                (45) 

where 𝑒(𝑡)represents the difference between the output of 

the desired model and the output of the actual system. 

 

4. Simulation Results 
 

This section presents the simulation results of the MIMO 

system with and without the proposed controller. Figures 4 

to 6 show the closed loop time response properties of the 

system (𝑦1 𝑡 , 𝑦2 𝑡 ), the system state trajectories 

(𝑥1 𝑡 , 𝑥2(𝑡)) and the phase-plane trajectory of the system 

respectively; before applying the controller.  

 
(a) 

 
(b) 

Figure 4 (a) and (b) are the closed loop time response 

of 𝑦1 𝑡 , 𝑦2 𝑡 . 

 

Figure 4 that the system tracking between the output and 

input signals are unstable and has bad performance 

corresponding to the applied input 𝑟 =  𝑒−0.1𝑡𝑠𝑖𝑛 𝑡 . This 

result is due to nonlinearity effects and parametric time 

varying uncertainties. 

 
 (a) 

 
(b) 

Figure 5 (a) and (b) are system state trajectories. 

 

Figure 5 explains the system state trajectories due to the 

instability and the fast time-varying of the MIMO system. 
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Figure 6 The phase-plane trajectory 

 

The phase-plane in Figure 6 confirms that the system is 

unstable because the trajectory starts at the origin zero and 

changing in unstable way.   

 
(a) 

 
(b) 

Figure 7 (a) and (b) are the stability properties of 𝑥1 𝑡 , 𝑥2 𝑡  

 

Figure 7 explains the stabilization properties of the MIMO 

system state trajectories and proved that the proposed 

controller can stabilize the system efficiently. 

 
(a) 

 
(b) 

Figure 8 (a) and (b) are the time response properties 

of 𝑦1 𝑡 , 𝑦2 𝑡 . 

 

It can be seen in Figure 8 the effectiveness of the controller 

throughout the ability to compensate the MIMO system 

under the effects of the parametric time-varying 

uncertainties.  

 
(a) 

 
(b) 

Figure 9: (a) and (b) are the coupling properties 

of 𝑦1 𝑡 , 𝑦2(𝑡) 
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Figure 9 shows the efficiency/robustness of the controller by 

the ability to decoupling the MIMO system under the effects 

of the uncertainties.  

 
(a) 

 
(b) 

Figure 10: (a) and (b) are the resulting control 

action 𝑢1 𝑡 , 𝑢2(𝑡) 

 

Figure 10 explains the control actions (𝑢1 𝑡 , 𝑢2(𝑡)). The 

control signal 𝑢1 𝑡  jumped at value 22 and then decreased 

rapidly after 3 sec. The other control signal u2 t  jumped 

between -17 and 31 then decreased during the first 5 sec. 

These control signals explained the first 5 sec. in the 

unmatched tracking part of the output responses in Figure 8. 

After that, the tracking is achieved due to the effectiveness 

of the control actions. Also, they are preferable for many 

applicable MIMO systems. Moreover, the chattering parts 

that supposed to be appear in the controller actions due to 

𝑠𝑖𝑔𝑛(∙) function has been treated with the help of the 

optimization method.   

 
Figure 11: The time derivative of the LQF. 

 

It can be shown in Figure 11 the controlled system becomes 

asymptotically stable (Theorems 1 and 2) despite of the 

indefinite property of the time-derivative LQF. 

 
Figure 12: The phase-plane trajectory of the system. 

 

Figure 12 clarifies that the phase-plane trajectory is led to 

zero due to the proposed controller which indicates that the 

system is stabilized. The following table contains the 

optimization settings and the resulting optimal parameters.  

Eventually, it was observed that the settings of MVPA were 

adequate for this application. In particular, when the number 

of iteration is equal to 9; MVPA achieves the best 

minimization of the cost function. Also it is found that the 

increasing the number of iteration did not improve the 

convergence properties. The following table contains the 

optimization settings and the resulting optimal parameters. 

 

Table 1: MVPA Optimization Settings, Optimal Parameters 

and Model Reference Parameters 
Parameters Optimal  

Values 

Parameters Optimal  

Values 

Lower bound 9.9 × 10−9 𝑘3 0.0142042 

Upper bound 0.2089899 𝑘4 0.0386814 

Problem dims. 11 𝑘𝑎  0.1083136 

No. of pop. 20 𝑘𝑏  0.18760542 

No. iterations 30 𝑘𝑐  0.17651952 

𝑃11  0.1845522 𝑘𝑑  0.16064578 

𝑃12  0.0254792 𝑎1 2.47055964 

𝑃22 0.0606605 𝑎2 9.79999218 

𝑘1 0.0130289 𝑏1 6.20283109 

𝑘2 0.0299971 𝑏2 0.81833922 

 

5. Conclusion 
 

In this paper, a new robust control algorithm is proposed for 

a class of nonlinear MIMO systems with time-varying 

parametric uncertainty. The stability of the indefinite time-

derivative Lyapunov function is achieved successively. 

After using MVPA, the optimal parameters have been 

obtained for both MIMO model reference and the 

constructed controller. The proposed algorithm has 

effectively decoupled of the nonlinear MIMO system. The 

proposed robust control design can be extended to solve 

many problems in the nonlinear systems. 
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