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Abstract: Digit recognition is one of a famous problem in today's era of different fields like deep learning, machine learning, and 

computer vision applications. Different techniques are implemented to solve the problem of handwritten digit recognition but this paper 

focuses on the approach of the neural networks and specifically about the convolution neural network (CNN) approach. The CNN 

model in this paper is evaluated on many different factors like loss during validation, the accuracy obtained during validation and 

training. The model trained has a Training Loss = 0.0195 and Validation Loss = 0.0235 due to the similar shapes of some digits like (3, 

5), (1, 7), (8, 5), (3, 8) and (6, 9). And the Training Accuracy and Validation Accuracy are calculated as 99.37 and 99.22 respectively. 
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1. Introduction 
 

Handwritten digit recognition comes amongst one of the 

most recognized and basic issues in pattern recognition 

applications. Xuan Yang [4] worked on the classification of 

human written digits using the Convolutional Neural 

Network. 

 

There are various applications of a digit recognition system 

which include automated speeding ticket generation, postal 

mail sorting, form entry without less human intervention, 

and signature processing at banks. The main problem is to 

focus on developing an efficient algorithm that can classify 

images that come from various sources. Also, the 

handwritten digit recognition system is a basic model to 

understand most of the image and pattern recognition 

problems. Digits that are handwritten vary from one 

individual to the other depending upon the handwriting, size 

of the character also the boldness of the character, so the 

general problem arises while classifying the similar digits 

such as 5 and 6, 1 and 7, 3 and 8, 2 and 5, 9 and 6, etc. 

 

 
 

Convolution Neural Network: This neural network 

consists of different layers namely the pooling and 

convolution layers as a combination and also the dense 

layers of a neuron. Each neuron consists of some input 

weights known as connections, biases, and applied 

activation functions and these connections help the network 

to determine which neuron is to be givens more preference 

and in which layer. In general, a neural net involves two 

processes the feed-forward process that involves feeding the 

inputs to the model and the back propagation process that 

involves back propagation of the loss but the CNN works 

into two parts the first part is responsible for the feature 

extraction and the second is responsible for the 

classification part. The image’s feature extraction is done by 

combining the two layers the Convolutional layer and the 

max or min pooling layer whereas the classification part is 

performed by the dense layers i.e. the fully connected layers 

followed by the softmax activation at the output layer. 

 

Visualization of Image transformation representations 

undergoing a Convolutional model [7] 

 Convolution layer – For a pixel, this layer is responsible 

for taking the weighted average of the neighboring pixels, 

and hence determining and learning new features, unlike 

the fully connected layers it only depends on the 

neighboring pixels and not all of them. This layer can 

have one or more filters the more the number of filters 

the more diverse our image feature can become, major 

advantages of the convolution layer over fully connected 

layers is the significant reduction in the number of 

parameters due to weight sharing i.e. a common kernel 

for all the neurons. Apart from that, it learns the areas of 

interest without human intervention.  

 Pooling layer - this layer is applied to down-sample the 

inputs to minimize the computations power required and 

also for avoiding over fitting problems, the common 

techniques used are max pooling, average max pooling, 

min pooling. 

 Dense layer – Also Known as a typical feed-forward 

network layer. Once the features are extracted from the 

convolution layers those features are flattened and fed to 

the Dense Layer and hence contain maximum trainable 

parameters. 

 

Dataset used 

The proposed system uses the MNIST data set [7]. This 

dataset carries 70,000 images in total out of which 10,000 

images are used for testing and 60,000 are used for training 

the model [9]. It is the modified version of the NIST special 

database, having 10 classes that belong to digits 0 to 9.  
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All the digit Images of this dataset are pre-processed i.e. 

they can be used directly and also every Image of this 

dataset contains homogenous properties like an image is 

represented as an array of 28*28 and the pixels are 

calculated to 784, all the images are gray scale i.e pixel with 

value 0 signifies black and the pixel with value 1 signifies 

white [6]. 

 

2. Methodology 
 

 First, an image is taken as an input [8], then that image is 

preprocessed and converted into an array and that array 

is passed as input to the convolution model. 

 We get the regions of interest to classify the objects in 

the image. 

 All these regions are then reshaped as per the 

configuration of the trained model, and then each of 

these regions is passed to the Model. 

 The trained model then extracts necessary features for 

each one of these regions and uses a fully connected 

layer that uses softmax as an activation function to 

interpret the output as probabilities. 

 Finally, the maximum of the probability is classified as 

the output using np.argmax(). 

 

Layer Structure for CNN Model 

The Layered structure for my model is presented below:- 

 

 
 

 

 

 

 

 

 

 

Model Training 

 
 

Model Summary  

The model is built by using the Keras framework on top of 

Tensor Flow [5] and it involves two Convolution Layers 

with two max-pooling layers and two fully connected layers, 

the total number of parameters to be trained is 38390 and 

the time is taken to train the model has been significantly 

reduced and is approximately 91 seconds for the 15 epochs 

by utilizing the GPU of the machine. The Trained model 

summary is as follows:- 

 

 
 

Model Output 
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Issues with Previous Models 

The working accuracy of the previous models can be 

expanded by tuning hyperparameter tuning and the proposed 

model works on the same and excels over the previous 

models [1-3] in metrics like accuracy and loss by 

hyperparameter tuning, the accuracy has now been 

significantly increased in comparison to previous model [2] 

and now the accuracy comes to about 99.3 % and loss is 

calculated as 0.0235 which is also low. 

 

3. Conclusion 
 

The main objective of this investigation is to find a 

representation of an algorithm which can suitably classify a 

system of handwritten digits. In this paper, we used a neural 

network approach for the identification of human written 

digits. In image segmentation models, the key issue is to 

address the correct segmentation and feature extraction 

methods. The solution proposed in this paper attempts to 

address both aspects in terms of accuracy and loss. The 

validation accuracy of 99.3% is achieved in the 

classification process by Convolution Neural Network. This 

paper pursuit to Implement this classification task without 

the use of standard classification techniques. 
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