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Abstract: Direct Liquid Cooling (DLC) revolutionises data centre thermal management by addressing inefficient cooling and energy 

waste. DLC can transform data centre operations by providing better thermal control than air cooling. This study examines its use and 

adoption in data centres. The document describes DLC definition, operation, and kinds such as immersion and cold plate cooling. It 

compares DLC to typical air-cooling solutions, highlighting its thermal efficiency, energy savings, and space optimization. Moving to DLC 

involves infrastructure upgrades, cost considerations, and implementation challenges, which this article discusses. Case studies 

demonstrate how DLC enhanced performance and operations in real-world applications. The study discusses DLC's effects on data centre 

architecture and design and future trends such as cooling system improvement technology. Data centres considering DLC are advised to 

stagger the implementation, train people, and plan carefully. This study discusses how DLC can improve data centre cooling technologies 

and affect future operations. 
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1. Introduction 
 

a) Background on Data Center Thermal Management 

Challenges 

Data centres, the backbone of the digital world, house massive 

storage systems and server farms for cloud computing and 

streaming applications. Modern data centres have serious heat 

management challenges [1]. Data centre gear has increased in 

density and power consumption due to technological 

advances, increasing heat production. Data centre equipment 

must be properly cooled to avoid system failures, data loss, 

and hardware degradation. Due to data centre cooling energy 

costs and environmental concerns, data centre operators 

prioritise thermal control. 

 

b) Traditional Cooling Methods 

Air-cooling has long been used in data centres. These systems 

include Computer Room Air Handlers (CRAHs), raised floor 

designs for airflow, and CRACs. Air is cooled and distributed 

across the data centre by removing equipment heat. Air 

conditioning has been used for decades, but it's inefficient and 

can't manage heavy loads. Air-based systems struggle to 

manage heat as server density rises. This usually requires 

more complicated and expensive infrastructure 

improvements, which increase energy and operational costs. 

 

c) Overview of Direct Liquid Cooling (DLC) 

DLC solves the problems of air cooling in data centres. 

Instead of using air, DLC administers liquid coolants directly 

to heat-generating components. Liquids have better thermal 

conductivity than air, hence this method boosts heat removal 

efficiency [2]. Immersion cooling immerses servers or 

components in a thermally conductive dielectric liquid. Cold 

plate cooling circulates coolant through heat source-

connected plates. DLC increases cooling efficiency, hardware 

density, energy efficiency, and cost savings. 

 

 

 

 

2. Definition and Working Principle of DLC 
 

Data centre CPUs, GPUs, and memory modules generate 

heat, therefore DLC applies liquid coolants directly to them. 

DLC uses extremely thermally conductive liquids to absorb 

and transfer heat, making it better than air cooling. DLC 

chromatography circulates coolant through heat exchangers 

or cooling plates that touch components [3]. After absorbing 

heat, a heat exchanger or radiator cools the pumped liquid and 

returns it to its original components. Continuous and effective 

closed-loop cooling keeps hardware at optimal temperatures. 

 

1) Types of DLC Systems 

Different DLC systems control and apply coolant differently. 

Immersion and cold plate cooling are the major types. 

• Cold Plate Cooling: Directly linking heat-generating 

components to plates with liquid flow channels is cold 

plate cooling. As coolant passes via channels, a heat 

exchanger dissipates component heat. Highly dense GPU 

and CPU clusters benefit from cold plate cooling, which 

may be easily implemented into data centre 

infrastructures. 

• Immersion Cooling: Immersion cooling involves 

submerging servers or components in a heat-conductive 

dielectric liquid. This fluid transfers heat from submerged 

elements to an external cooling system. One- or two-phase 

immersion cooling is possible. Single-phase immersion 

cooling keeps liquid liquid, while two-phase immersion 

cooling boils, vapourizers, and condenses it. Immersion 

cooling can significantly reduce data centre air 

conditioning and airflow management due to its improved 

thermal management [4]. 

 

2) Comparison with Traditional Air-Cooling Methods 

Compared to air-cooling, DLC has many advantages. DLC 

systems outperform air cooling in thermal conductivity. 

Liquids absorb and transfer heat better than air, lowering 

operating temperatures and improving heat dissipation. This 

prevents overheating, allowing denser designs. Data centre 
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energy use can be dramatically reduced with DLC 

technologies. Traditional air conditioning system fans, 

climate control and air handling devices, and other 

components require a lot of power [5]. DLC systems require 

less energy to dissipate heat and circulate coolants, saving 

money and power.  

 

DLC's heat regulation in high-density areas reduces the 

requirement for large air handling rooms and allows for 

smaller server configurations. DLC systems improve 

reliability and reduce maintenance. Air conditioning systems 

might include dust buildup, inconsistent cooling, and fan and 

AC mechanical issues. DLC systems have fewer moving parts 

and direct contact cooling, reducing failure locations and 

maintenance. 

 
Figure 1: DLC System (Source: Self-Created) 

 

3. Advantages of Direct Liquid Cooling 
 

DLC outperforms air cooling in thermal efficiency. Liquids 

absorb and transport heat better than air due to their higher 

heat capacity. This makes CPUs, GPUs, and memory modules 

in data centres run cooler. These components work better and 

last longer due to greater thermal efficiency and reduced 

thermal stress and overheating. Fans and air conditioners in 

classic air-cooling systems use a lot of energy. Pumps 

circulate coolant in DLC systems, making them more energy 

efficient. Energy efficiency can save data centres money and 

lessen their environmental impact, making them more 

sustainable. Data centre space can be better used using DLC 

systems. DLC's heat management in high-density 

environments allows servers and other hardware to be closer 

together, increasing rack density [6]. This density helps data 

centres to fit more computing power into a building, 

especially in highly populated cities where real estate is 

expensive. Air handling equipment takes up less area, freeing 

up operations. Due to their direct and effective cooling, DLC 

systems make data centre equipment more reliable and 

durable. Traditional air-cooling systems cause uneven 

cooling, which wears out gear and creates hotspots. DLC's 

continuous cooling reduces thermal cycling-induced 

mechanical stresses. Thus, equipment lifespan and 

dependability increase, reducing long-term replacement and 

maintenance costs.  

 

a) Case Studies Highlighting the Benefits of DLC 

Case Study 1: IBM's Data Center Transformation  

IBM placed DLC in one of its main data centres to reduce 

cooling inefficiencies and energy costs. DLC increased rack 

density by 50% and lowered cooling energy use by 40% in the 

data centre. IBM thermal efficiency innovations enhanced 

server performance and reliability, resulting in better service 

delivery and lower operational costs. 

 

b) Case Study 2: Microsoft Azure's Data Center Efficiency  

In response to rising cloud service demand, Microsoft added 

DLC to Azure data centres.  

 

DLC helped Microsoft improve thermal control of high-

density server clusters and cut cooling energy use by 30%. 

More efficient cooling assisted Azure's scalability and 

performance goals, allowing for newer technologies. 

 

c) Case Study 3: Alibaba's Green Data Center Initiative  

Alibaba's green data centre initiative reduced operational 

costs and environmental impact with DLC. Alibaba reduced 

energy utilisation by 35% and freed up floor space by 

replacing air handling equipment with DLC systems. The 

improved cooling efficiency made Alibaba's cloud services 

more stable and reliable [7]. 

 
Figure 2: Comparative Energy Consumption: DLC vs. 

Traditional Air Cooling (Source: Self-Created) 

 

4. Implementation of DLC in Data Centers 
 

a) Steps for Transitioning to DLC 

Data centres must follow a certain protocol to move to DLC 

smoothly. Initial steps include a thorough data centre 

infrastructure assessment. This involves assessing the data 

center's cooling systems, identifying mission-critical 

technology that benefits most from DLC, and understanding 

its thermal management needs [8]. After evaluation, create a 

detailed execution plan. This strategy should outline the 

transition process, goals, timeline, and milestones. It should 

also include a risk management plan for changeover issues. 

At this phase, stakeholders must be involved to ensure that all 

key parties are on board and committed to the project. DLC 

infrastructure setup is where the actual change begins. This 

includes installing immersion tanks or cooling plates, coolant 

distribution devices, and DLC component integration into the 

data centre architecture. To ensure the DLC systems are 

correctly regulating thermal load, extensive testing is needed 

at this stage. 

 

b) Key Considerations and Challenges 

Data centre hardware and DLC systems must be compatible. 

Liquid cooling may require replacing or modifying 

incompatible servers and components. DLC maintenance and 
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coolant control are equally crucial. Leakage, coolant quality, 

and frequent maintenance make DLC liquid management 

more complicated than air cooling. Operators must manage 

these details to run the data centre. Financial issues arise while 

switching to DLC. Cooling gear, installation, and hardware 

customisation might raise DLC infrastructure expenses. 

Long-term energy savings and hardware reliability will more 

than pay this initial outlay. 

 

c) Infrastructure Requirements and Retrofitting Existing 

Data Centers 

Certain infrastructure is required for DLC. They comprise 

heat exchangers, coolant distribution units, immersion tanks, 

and cooling plates. Data centres need leak detection and 

coolant quality monitoring to maintain DLC infrastructure. 

Retrofitting data centres for direct liquid cooling is difficult 

yet important to reap its benefits [9]. This includes installing 

DLC gear, upgrading or replacing incompatible servers and 

components, and integrating with data centre systems. A data 

centre blueprint change may be needed to install the new 

cooling system. 

 

d) Cost Analysis and Return on Investment 

Detailed cost studies must justify DLC adoption. This 

assessment should include the upfront costs of buying and 

setting up DLC gear, updating current gear, and making any 

infrastructure improvements. Regular maintenance costs and 

energy savings from extended hardware lifespans should also 

be considered. DLC can yield high ROI over time. Since 

liquid cooling is more efficient than air cooling, energy 

savings are the key cost reduction. DLC improves data centre 

equipment performance and reliability, lowering replacement 

and maintenance costs. Faster hardware increases data centre 

productivity and service delivery. 

 

 
Figure 3: Flowchart of the DLC Implementation Process 

(Source: Self-Created) 

 

Data centres must carefully install Direct Liquid Cooling. 

Assessing the infrastructure, developing an implementation 

strategy, installing DLC equipment, and testing are crucial. 

Interoperability, coolant management, and financial analysis 

matter. Despite the challenges, modern data centres must 

invest in DLC for its long-term benefits, including higher 

thermal efficiency, lower energy use, and more durable 

hardware. 

 

5. Case Studies and Real-World Applications 
 

Google's Hamina, Finland data centre demonstrates Direct 

Liquid Cooling's benefits. DLC improved thermal control and 

efficiency at this cutting-edge data centre. The data centre 

used a cutting-edge cold plate DLC system to cool server 

CPUs and other heat-generating equipment.  

 

Pipes move coolant between plates to dissipate machinery 

heat. This design keeps denser server setups cool without air 

conditioning. 

 

Performance Improvements and Operational Benefits 

Observed 

Google's Hamina data centre improved performance and 

operations after implementing DLC. DLC cooling lowered 

server temperatures more efficiently and concentratedly than 

air cooling [10]. Low temperatures increase hardware 

performance and lifespan, and also improve energy 

efficiency. DLC systems directly chilled components to 

conserve energy and avoid costly HVAC systems. Due to 

DLC technology's 50% cooling energy savings, the data 

centre saved money and lowered its carbon footprint. DLC's 

enhanced cooling allowed servers to be stacked closer 

together, increasing rack densities and space utilisation. 

Denser racks increased data centre capacity and space 

utilisation. 

 

Case studies and similar efforts offer valuable insights and 

advice: 

• A thorough infrastructure analysis and well-defined plan 

are necessary for DLC deployment. Know how much 

cooling the machine needs and design a system 

accordingly.  

• Upgrade the equipment or ensure DLC compatibility. 

Preparation reduces downtime while upgrading ageing 

equipment.  

• Performance monitoring drives DLC system efficiency. 

Establishing extensive maintenance methods and being 

prepared for issues can ensure smooth operations. DLC's 

initial cost is significant, but the energy, equipment, and 

space savings make it worth it. Comprehensive cost-

benefit analysis aids decision-making.  

 

Direct Liquid Cooling improves heat management, energy 

efficiency, and space utilisation in data centres like Google's 

Hamina. Experience shows the need for planning, 

compatibility, and monitoring. These lessons and ideas are 

invaluable for any firm considering DLC for data centre 

issues. 

 

6. Impact on Data Center Design and 

Architecture 
 

a) Changes in Data Center Design Due to DLC Adoption 

To deploy DLC, data centres must redesign their physical 

design and operations. More compact DLC systems are 

replacing bigger air conditioning and ventilation systems. 

This shift greatly impacts data centre design and operation. 

Data centres with big air handling systems must manage DLC 

systems, which include cold plates and liquid cooling tubes 

[11]. This improvement may increase rack density and lessen 
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the requirement for large HVAC units. Many data centres 

utilise complicated systems to control and monitor DLC 

equipment. Sensors and automated controls monitor flow, 

coolant temperature, and system performance. These 

technologies provide optimal cooling and fast problem-

solving. 

 

b) Impact on Server and Rack Design 

The DLC shift also impacts server and rack design. 

Immersion tanks or cold plates may be required for DLC 

server and rack configuration. Building servers with 

integrated liquid cooling interfaces and ensuring racks can 

accommodate piping and coolant distribution are usual steps. 

DLC increases rack density by allowing more equipment in a 

given space due to liquid cooling's efficiency. This has led to 

new rack designs with better ventilation and higher power 

densities. Racks with built-in cooling channels and greater 

structural support for larger equipment are increasingly 

designed to integrate with DLC systems. 

 

c) Integration with Other Data Center Systems (e.g., Power, 

Networking) 

Data centre DLC must be tightly integrated with networking 

and power systems to maximise performance and efficiency. 

Reduced demand for conventional air conditioning may affect 

power distribution and backup systems and power 

consumption patterns. DLC has unique thermal properties, so 

power management systems must be changed. Because air 

conditioning equipment has a reduced heat load, it may be 

possible to optimize power use elsewhere. DLC integration 

with networking infrastructure requires careful planning to 

make cooling systems accessible for maintenance and coolant 

lines not to block network cables [12]. DLC integration with 

other systems is growing in data centres to improve 

efficiency. Advanced cooling management software may be 

needed to coordinate the data center's cooling, electrical, and 

networking systems to meet operational needs. 

 

d) Future Trends in Data Center Architecture Influenced 

by DLC 

As DLC technology evolves, several data centre architecture 

patterns are expected. Modular and containerised data centres 

are growing. These prefabricated modules are perfect for 

DLC systems due to their common design and space 

efficiency. Data centre carbon footprint reduction efforts 

benefit from DLC system efficiency. Future designs may use 

solar panels or wind turbines to improve DLC efficiency and 

sustainability. Future data centres may use DLC technologies 

including more efficient coolants and heat transfer materials. 

DLC improvements that increase space, energy, and cooling 

may influence data centre architecture. Direct Liquid Cooling 

changes data centre design and data lifecycle management 

(DLM) is changing data centre architecture, server and rack 

design, and power and networking integration. Data centre 

design will evolve in the coming years because of DLC 

technology and sustainability and efficiency. 

 

7. Challenges and Solutions in DLC Adoption 
 

a) Common Challenges Faced During DLC 

Implementation 

Data centres must overcome many obstacles to use Direct 

Liquid Cooling. DLC system installation and maintenance are 

challenging. Poor engineering to integrate DLC with the data 

center's infrastructure can leak coolant or reduce cooling. 

Switching from conventional air cooling to DLC can cause 

operating interruptions. Transfer downtime can impact 

services and operations in data centres due to tight uptime 

requirements. Administration and maintenance of new DLC 

systems require special training, aggravating this difficulty. 

 

b) Technical and Operational Hurdles 

Integrating DLC systems with data centre hardware and 

software is difficult. DLC may require modifications or 

replacements for air-cooled servers and racks. Planning and 

coordination take time to ensure compatibility and seamless 

operation. DLC system monitoring and administration 

efficiency is another operational issue. Fix leaks, keep coolant 

at the right temperature, and make sure cooling systems work 

well under different loads [13]. DLC systems need advanced 

control and monitoring systems to monitor coolant flow, 

temperature, and performance. 

 

c) Solutions and Strategies to Overcome These Challenges 

These issues can only be solved by starting several long-term 

projects. Small tweaks increase technological integration 

greatly. While the old cooling system is running, 

progressively add DLC components to start the new one. 

Early input improves performance and reduces downtime. 

Operational issues require data centre personnel training. 

DLC system management and maintenance are guaranteed. 

Current monitoring systems provide real-time system 

performance data, enabling speedier problem remedies. 

Consult trusted vendors and experts for tech compatibility. 

DLC system suppliers optimise and integrate data centres, 

while consultants customise them. 

 

d) Regulatory and Compliance Considerations 

Regulation and compliance affect DLC system installation. 

The data centre must ensure safe, eco-friendly, energy-

efficient DLCs. Maintain DLC system safety and follow 

coolant disposal rules. Data centres can reduce these risks by 

incorporating compliance into DLC development plans and 

working with regulators. Conduct environmental impact 

evaluations, obtain licences, and implement safety measures 

to reduce DLC system risks. Direct Liquid Cooling has many 

benefits for data centre temperature control, but it requires 

careful planning. A phased deployment plan that addresses 

operational and technical issues and better worker supervision 

and training ease the transition. Follow all regulations for a 

successful and long-lasting DLC deployment. 

 

8. Future Trends in Data Center Cooling 
 

New methods and technology will change data centre cooling. 

New coolant fluids and immersion cooling methods could 

boost thermal efficiency and save energy. AI and ML should 

optimize cooling systems with real-time analytics and 

predictive maintenance. Air-liquid hybrid cooling systems 

may be scalable and flexible. Future data centre thermal 

management predictions suggest more efficient and 

ecologically friendly technology that can cool today's and 

tomorrow's data centres. These developments will shape data 

centre evolution for optimal performance, sustainability, and 

operational resilience. 
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9. Conclusion 
 

Direct Liquid Cooling (DLC) has revolutionised data centre 

thermal management by outperforming air cooling. 

Significant studies reveal that DLC increases thermal 

efficiency, lowers energy consumption, and allows larger rack 

densities, saving space and money. DLC will be crucial to 

data centre cooling as data centres become more sustainable 

and efficient. As data centres develop and change, DLC 

adoption is essential to maintain efficiency and reduce 

environmental impact. Data centres considering DLC 

adoption should prioritise staff training and system 

integration, assess infrastructure, and use phased 

implementation. These steps will ease the move. If data 

centres adopt these principles, they will be better prepared for 

future challenges and maximise this new cooling technology, 

which will also aid DLC deployment 
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