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Abstract: This paper is a survey and an examination of the various ways in which classical music content is produced. For our survey, 

we propose a framework focused on five dimensions: Objective, Representation, Architecture, Challenge and strategy. For each 

dimension, we conduct a comparative analysis of various models and techniques and we propose some tentative multidimensional 

typology. This typology is bottom-up, based on the analysis of many existing deep-learning based systems for music generation selected 

from the relevant literature. 
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1. Introduction 
 

When Music is an artistic process that includes the emotion 

and the concept of a composer. The first computer-composed 

music appeared in 1957[1], and since then more and more 

music has been produced using computer technology. There 

have been a variety of algorithmic methods for creating 

music, such as grammatical based, Markov models, neural 

networks and other deep learning methods. As shown by the 

survey [2], the benefit of the use of deep learning (including 

machine learning) to produce musical content is its 

generality. Compared to other approaches, a machine 

learning based system can learn a pattern from an undefined 

corpus of music. In particular, several researchers have 

found the task of producing music to be a probabilistic 

model of monophonic music, represent music as a series of 

notes, and attempt to model music as a probability 

distribution, where the next note was allocated based on the 

probabilities of the previous note sequence and some 

background, such as chord, beat. Specifically, compared to a 

rule-based composition, we can train a particular model 

based on a huge number of musical corpus and allow it to 

explore patterns automatically.  

 

During the generation process, we sample from a qualified 

probability distribution to generate new music pieces. 

Recurrent neural network (RNN), especially long-term 

memory networks (LSTMs) [3], has been shown to 

significantly predict time series data. In reality, multiple 

researchers have used LSTM to produce music, which has 

also provided good results. In Indian classical music, Raaga 

is one of the melodic styles of music. This is identical to a 

scale but also distinguished by a number of ornamentations, 

such as slides, vibrato, pitch bends, etc. and consists of five 

or more swaras arranged in a particular manner. The exact 

frequency of swaras used in some raagas that differ slightly 

from the reference frequency. Selected swaras are sung / 

played in ascending and descending order, depending on the 

music criteria, along with the appropriate ornamentation. In 

certain raagas, the notes may not be in ascending or 

descending order. 

 

There are many applications by the Hindustani Classical 

Music Artificial Composer. The use of a generative method 

will be of great benefit to performers who want to pursue 

new forms of improvisation in a specific Raga of interest. A 

computer-generated composition may have drastically 

different qualities than a human-created one, in the same 

Raga. There might be unusual combinations of notes in 

vistaras or tanas, which will certainly be difficult for a 

human being to think about. Therefore, such a program will 

help to uncover new possibilities in the Raga that have not 

been explored by performers and learners. There are many 

applications by the Hindustani Classical Music Artificial 

Composer.  

 

The use of a generative method will be of great benefit to 

performers who want to pursue new forms of improvisation 

in a specific Raga of interest. A computer-generated 

composition may have drastically different qualities than a 

human-created one, in the same Raga. There might be 

unusual combinations of notes in vistaras or taans, which 

will certainly be difficult for a human being to think about. 

Therefore, such a program will help to uncover new 

possibilities in the Raga that have not been explored by 

performers and learners. 

 

2. Basic Characteristics 
 

Indian classical music is focused on raga and its various 

characteristics. Raga is similar to melody, but more complex 

than melody in western music. Raga is a set of various 

specific notes that have certain unique properties (e.g. aroha, 

avaroha, taal, pakad, etc.). 

 

2.1 Raga: 

 

EachRaga comprises of a specific hierarchical structure of 

swaras or notes. Notes are termed swaras in classical Indian 

music. The fundamental seven notes or swaras or symbols in 
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classical music are S (Sa), R (Re or Ri), G (Ga), M(Ma), P 

(Pa), D (Dha), N (Ni) that can be perceived analogous to C, 

D, E, F, G, B, A[1,2]. In other words, we have 12 swaras or 

shrutis in Carnatic music, S, r, R, g, G, rn, M, p, d, D, n, and 

N. 

 

2.2 Arohana and Avrohana: 

 

Raga is a set of swaras or documents. Its specific identity is 

created by raga, depends on the set of notes or the fusion of 

swara and arohana and avarohana. Arohana is a subset of the 

series of raga notes structured in an ascending sequence. 

Avarohana is a subset of the series of raga notes structured in 

a descending sequence. 

 

3. Generation Techniques 
 

In this section, we are going to present a survey of existing 

system dealing with the Classical music generation with their 

different approaches, implementations and issues regarding 

these systems.  

 

3.1 Using State Space Model 

 

The main purpose and contribution of this paper is to use 

classical probabilistic time series models to produce piano 

pieces from the Romantic period that sound like human 

compositions, and to establish metrics to compare the 

compositions produced with the originals in terms of 

originality, musicality and temporal structure [4]. The 

models and datasets used here are, the 14 time series models 

we used to generate compositions, and the 10 piano pieces 

from the Romantic era we used as training data. . The TVAR 

model for a sequence (X1; :::;XT ) is specified as: 

 
Time-Varying Auto-regression (TVAR) models have been 

tested to model the non-stationarity and periodicity of the 

note pitches for the original pieces. TVAR models are 

capable of modeling non-stationarity and longer dependency 

over time between note pitches. The biggest shortcoming 

was the lack of global structure or long-term melodic 

progression of the produced sections. 

 

3.2 Using Recurrent Neural Network 

 

A recurrent neural network (RNN) is a category of artificial 

neural network where correlations between nodes form a 

graph along a series. This allows time dependent behavior to 

be seen for a time series [5]. Initially, they used 3 GRU 

layers stacked one on top of each other, with a hidden neuron 

count of 512, but then they also chose to play with LSTM 

layers and varied the number of hidden neurons and the 

number of layers in order to obtain a deeper understanding 

of what is best achieved. 

 

 
(a) 

 
(b) 

Figure 3.2: (a) LSTM unit, (b) GRU unit 

 

It comprises 35 manually transposed to Note Worthy J. S. 

Bach works, with an average length of 50 musical measures. 

They have been normalized to a measure length of 6/8, in the 

B minor scale, with a tempo of 100 [5]. The GRU out 

performs the LSTM, reaching a training accuracy of 95% 

and a validation accuracy well above75%.  

 

3.3 Using Hidden Markov Model 

 

Statistical techniques along with time series analysis of 

periodograms for different instruments, structural models for 

melody and harmony decompositions, Markov chains for 

determining the probability of fluctuations between tween 

pitch intervals and discriminant analysis for the identification 

of pitch and historic period compositions have all been used 

to study classical music. The original piano pieces were 

downloaded from mfiles.co.uk (2017), Krueger (2016) and 

MIDIworld (2009) in Musical Instrument Digital Interface 

(MIDI) format. The RMSE was mainly used to evaluate the 

pieces and to pick the most highly produced pieces for 

assessment by human listeners and to gain insight into some 

of the general patterns found in the produced pieces [6]. 
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Figure 3.3: Directed graph of the HMM with two hidden 

states. Both the R1: n and the S1:n are hidden states. 

 

The major limitation in using Hidden Markov Models to 

generate music is that, the generated pieces suffered most 

notably from a lack of global structure or long-term melodic 

progression. Generating musical pieces that have a global 

structure will be a key challenge to overcome in order for 

statistical models such as HMMs to be able to compose 

music at the same level as humans. 

 

3.4 Using Finite State Machine 

 

The probabilistic finite state machine (FSM) for each rising 

and decaying movement for an unique Raga is built for 

generation purposes. In the current implementation of the 

FSM, the probabilities p1, p2 and p3 for the three distinct 

edges e1, e2 and e3 for the individual node n are set for all 

Ragas [7]. The probability used is p1 = 0.70, p2 = 0.20 and 

p3 = 0.10. 

 

 
Figure 3.4: The part of an example transition diagram for 

the Arohana for Raga Miyan Ki Todi. 

 

The total of 15 compositions are mixed up and presented to a 

subject. This study was carried out on 10 different people, 

five of whom had formal education in Indian Classical 

Music, and the others with little or no experience but with an 

interest in music. Since the mathematical model behind the 

system is universal for all Ragas and is just a large-scale 

representation of the notes that the Raga makes, an expert in 

Hindustani Classical music will clearly understand the 

inability of the system to achieve the structure of complex 

Ragas. 

 

3.5 Using Bidirectional RNN: 

 

In time direction, we allocate a single instance of the 

network to every note. In order to assure "translation 

invariance property," each network instance will have bound 

weights and each note will have its output in the same 

calculation process [8]. In addition, the use of coupled 

weights can greatly reduce the number of parameters in the 

system and minimize the chance of over-fitting. 

 

 
Figure 3.5: General structure of the BRNN shown unfolded 

in time for three time steps 

 

The model trained on Classical Piano Dataset includes 295 

MIDI files, which are included. MIDI files have a standard 

pitch range which ranges from 0 to 127, but in the train 

MIDI file, the vast majority of note pitch ranges from 48 to 

96. Music generated by this model has lack of long term 

structure same as the most existing systems. 

 

4. Our method 
 

For each raagam, a finite state machine can be designed in 

such a way that the notes corresponding to that raagam may 

form states and multiple octaves can be protected by 

assigning separate states for notes in each octave as shown in 

the figure above. Raagam provides a structure that enables 

the use of Finite State Machines to generate Indian classical 

music. Raagam, can be considered to be a formula to 

compose a piece.  

 

The transitions between states are defined by the 

probabilities that are learned by examining the transitions of 

notes in sections that are centered on that raagam. When 

such an FSM is designed, we could just seed the FSM with a 

random note, and this dynamic system will keep producing 

notes based on these transfer probabilities. For training 

purpose we have given one specified raagam with its MIDI 

files. There is a shortcoming of accurate gamakas in this 

model. 

 

5. Conclusion 
 

All the techniques have their own strategies and concepts. 

Even though having shortcomings they are very good with 

their ideas. Education of Classical music is very essential for 

the root knowledge of music. These models will help 

anybody to go deeper in to the musical education and with as 

easy efforts. We have proposed a multi-criteria conceptual 

framework based on five challenge and strategy.  

 

We have analyzed and compared various systems and 

experiments proposed by various researchers in the 

literature. We hope that the conceptual framework provided 

in this book will help in understanding the issues and in 

comparing various approaches for using all machine learning 

techniques for music generation, and therefore contribute to 

this research agenda. 
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