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Abstract: Every year, the number of students wanting to pursue higher studies in abroad especially in US is more and they find difficult to search the best university. And thus, this paper helps on predicting the eligibility of Indian students getting admission in best university based on their Test attributes like GRE, TOEFL, CGPA, Research papers published etc. According to their scores the possibilities of chance of admit is calculated. This project uses machine learning technique specifically decision tree algorithm (version 0.22.1) for predicting the output which helps them to admit in the best university and also helps the student to find the possibility of admitting in other universities based on their scores.
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1. Introduction

The future of the traditional higher education model [1] is an important topic of discussion. These issues are of course highly dependent on the type of academic institution being considered, such as public colleges and universities. Most Indian students face difficulties in enrolling in abroad universities especially US based university and thus Graduate admission is useful in bridging the gap between Indian students and US based university where student can find better university they needed, without any inconvenience. The number of Indian students (both undergraduate and graduate) enrolling in the US crossed 1M for the first time in 2015-16 as per an IIE report backed by the State department [2]. Thus, there must be a web application to find their corresponding universities that might help the students to reduce the cost on Admission counselling and apply to those universities which they are eligible and which they are interested. The admission prediction uses binary classification problem using supervised machine learning by classifying the student into one of two categories: Eligible and Not eligible. Supervised machine learning problems are a class of problems which can generalize and learn from labelled training data, i.e., a set of data where the correct classification is known [3].

The above decision tree classifier illustrates the students getting admitted based on the various scores and predicts whether they are eligible or not in corresponding university which they are interested. There are various aspects to calculate the score (i.e.) CGPA should be above 65% and GRE should be above 270 and TOEFL score should be greater than 100 , if the student fulfils the above criteria then he/she is eligible to admit in the university which they are interested.

2. Literature Review

There are many applications of machine learning techniques to analyse data and other information in the context of educational settings. This area of study is generally known as “educational data mining” (EDM) and it is a recently emerging field with its own journals [7], conferences [8] and research community [9]. A subset of EDM research that focuses on analysing data in order to allow institutions of higher education better clarity and predictability on the size of their student bodies is often known as enrolment management. Enrolment management is “an organizational concept and systematic set of activities whose purpose is to exert influence over student enrolment”[6]. A recent study [11] published this year reveals some key factors in the decision process and, consequently, allows to propose a recommendation algorithm that provides applicants the ability to make an informed decision regarding where to apply. There are many websites which predict college admission from the perspective of an aspiring student, each website are unique and our website displays top ten universities with their official websites and their score range which they expect from their student.

3. System Architecture

Architecture consists of User Interface and Django framework. HTML, CSS, JS is used to implement user interface. And decision tree classifier algorithm is used for analysing the data and Django framework which consist of collection of models which makes development easier and it is also used for both frontend and backend, it makes a convenient way to generate dynamic HTML pages by using template system. It consists of view where business logic is performed and returns response to the user. And template is used to build dynamic web pages and system uses HTTP for requesting information from backend.
4. Data

This project uses dataset which is obtained from Kaggle platform. The dataset contains 500 rows and 9 features.

<table>
<thead>
<tr>
<th>Serial No.</th>
<th>GRE Score</th>
<th>TOEFL Score</th>
<th>University Rating</th>
<th>SOP</th>
<th>LSAT</th>
<th>CGPA</th>
<th>Research</th>
<th>Chance of Admit</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>374</td>
<td>118</td>
<td>4</td>
<td>4.5</td>
<td>4.5</td>
<td>9.65</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>320</td>
<td>107</td>
<td>4</td>
<td>4.5</td>
<td>4.5</td>
<td>8.87</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>316</td>
<td>104</td>
<td>3</td>
<td>3.5</td>
<td>3.5</td>
<td>8</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>322</td>
<td>110</td>
<td>3</td>
<td>3.5</td>
<td>2.5</td>
<td>8.67</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>314</td>
<td>103</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>8.21</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>300</td>
<td>115</td>
<td>5</td>
<td>4.5</td>
<td>3</td>
<td>9.34</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>321</td>
<td>109</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>8.2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>308</td>
<td>101</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>7.9</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>302</td>
<td>102</td>
<td>1</td>
<td>2</td>
<td>1.5</td>
<td>8</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>323</td>
<td>108</td>
<td>3</td>
<td>3.5</td>
<td>3</td>
<td>9.8</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>325</td>
<td>106</td>
<td>3</td>
<td>3.5</td>
<td>4</td>
<td>8.4</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>327</td>
<td>111</td>
<td>4</td>
<td>4.5</td>
<td>4</td>
<td>8.5</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>328</td>
<td>112</td>
<td>4</td>
<td>4.5</td>
<td>4.5</td>
<td>9.1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

GRE is a complex feature consisting of GRE Quant, GRE Verbal and GRE AWA score. Similarly, TOEFL is also a complex feature consisting of TOEFL score and essay score. Chance of admit is calculated based on the inputs. After obtaining the dataset it is mandatory to pre-process the data which includes checking missing variables, checking null values etc by analysing data.

5. Exploratory Data Analysis

It is important to analyse the data such as data gathering & data cleaning. The major issues which we deal are

1) Missing Data
2) Inconsistent Data.

Data cleaning and visualization involves analysing the dataset which consist of dropping irrelevant columns. In this dataset “Serial No” is not required. 

data.drop(['Serial No'], axis=1, inplace=True)

And by using above python code the serial no is removed and next process involves checking whether the data contains any null values in the dataset.

data.isnull().sum()

The above line calculates the null value, if the sum is 0 it doesn’t contain any value.

The data after cleaning must be trained and tested to fit the data into the decision tree model. There are many libraries available in python to visualize the data. One such library includes seaborn and matplotlib etc. One way is by using pair plot which visualize the relationship between two variables and it is usually a grid of plots for each variable in the dataset.

sns.pairplot(data)
plt.show()

The pair plot compares all the attributes in dataset and produces different types of plots.

And using heatmap we can visualize the data. It is a two-dimensional graphical representation of data where the individual values that are contained in a matrix are represented as colors.

sns.heatmap(data.corr(), annot=True, linewidths=0.10, fmt='.2f', cmap='magma')
plt.show()
6. Algorithm

Decision tree classifier is used to predict the output, due to its simple logic, effectiveness and interpretability, it is the most widely used classification algorithm. The model works by creating a tree-like structure by dividing the data-set into several smaller subsets based on different conditional logic. The main components of the decision tree are the decision nodes, leaf nodes and the branches. Nodes with multiple branches are the decision nodes, nodes with no branches are called the leaf nodes, and the top node is called the root node of the decision tree. The nodes are connected to each other via branches based which are different conditions. The root and decision nodes are created by computing the entropy and information gain for the data-set.

```
from sklearn.metrics import accuracy_score
y_pred = mdl.predict(X_test)
print(accuracy_score(y_pred, y_test))
```

Accuracy obtained by decision tree classifier in predicting the output is 93%.

8. Conclusion

In this paper we focused on factors that influence the enrolment of applicants. We use machine learning methods to measure the level of correlation between enrolment and such factors. The results show that our proposed models can predict enrolment with reliable accuracy using only a small set of features related to student. This project helps the student to find the best university in US without affording.

9. Limitations

1) Authenticity:
The value which we took from Kaggle platform is accurate and accuracy is more. If input data produced by the student is not correct or gives the wrong score and it produces wrong output and the accuracy will be lowered. If we authenticate the student, we can come up with more accurate prediction

2) Advanced Modelling (NLP):
We should advance NLP techniques to capture SOP, LOR, etc. We have considered only score such us GRE, CGPA, TOEFL for prediction, but SOP & LOR play a major role in Graduate student admissions. Accuracy is reduced if we consider SOA and LOR. We should try to rank the students based on Internship or full-time work done by them. Furthermore, we should also categorize conferences and journals where applicant has submitted his work.
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