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Abstract: This paper analyzes, compares, and identifies the different stages in the process of text detection and recognition. To detect 

text from the images, some basic image processing techniques are used. That includes pre-processing, extraction or text localization, 

classification and character detection. There are two methods for this problem is stepwise method and integrated method. Sub problems 

are highlighted including text localization, verification, segmentation and recognition from image. This survey provides a fundamental 

comparison and analysis of the remaining problems in the field. 
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1. Introduction 
 

The problems of text detection and recognition in images 

and video have received increased attention from past many 

years. Text is one of the most expressive means of 

communication, and can be embedded into documents or 

into scenes as a means of communicating information. This 

is done in the way that makes it “noticeable” and/or readable 

by others.  The text has an important role in our life for 

communication purpose. Text means either scene text or 

caption text. Text detection is to identify text from given 

input images. Text detection is the method of discovering 

areas in a picture wherever, text is present. There are many 

techniques exists for the text detection [1]. Retrieving text 

from both in within and external is difficult due to variety of 

backgrounds. Text detection can be easily done with the help 

of image retrieval algorithm. Fig.1 shows the basic text 

detection method in image processing technique. 

 

 
Figure 1: Sample screenshot of Automated Text detection 

System 

 
Currently text detection faces difficulties like background 

complexity, different direction of the text, complexity in 

backgrounds, diversity of scene text and interference factors 

etc. In order to overcome these difficulties, CNN 

(Convolution neural networks) and related methods are used 

[2], and also in some cases [3] and valley and ridge 

techniques are used. 

 

 Text detection and recognition from video captions and web 

pages is also getting attention. Voluminous work has been 

done in the field of text detection and extraction from natural 

scenes images. Various optical character recognition 

techniques are also available. Still problem of text detection 

and recognition is not thoroughly solved. Segmentation and 

extraction of text from natural scene images is still very 

difficult to achieve.  

 

Text detection and recognition system have a number of 

important application areas, including advanced driver 

assistance systems, road surveying, and autonomous 

vehicles. This paper studies various stages in process of text 

detection and recognition and analyses and compares 

different approaches used to undergo these stages. It presents 

importance of every processing stage and advantages, 

disadvantages and applications of approaches used by 

various contributors to solve these problems. Various 

applications of text detection, recognition and classification  

are also reviewed in this paper. 

 

1.1 The Challenges of Text Detection 

 

However, reading text from different images is a difficult 

task. The main text detection challenges are categorized as 

follows [4]. 

 

Table 1: Challenges in Text Detection and Recognition 
Category Sub-category 

Environment Scene complexity, Uneven lighting 

Image 

acquisition 

Blurring/degradation, Perspective distortion 

Text content Variation of aspect ratio, Multi-oriented/curved text, 

Variation of fonts, Multilingual environments 

Diversity of 

natural images 

Different font style, different size, unique color, 

unique font alignment etc. 

Complexity in 

backgrounds 

Background includes rocks, grasses, bricks and sign 

boards are there, and that leads to more complexity 

for identifying text 

Inference 

factors 

Inference factors are blurring, noise and has low 

resolution of input images 

 

2. Methodologies 
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The process of detecting and recognizing text is divided into 

text detection stage and recognition stage [5]. Text detection 

deals with finding text region from input image, whereas 

recognition deals with converting obtained text into 

characters and words. Methods used for this purpose are 

categorized as stepwise methods and integrated methods. 

Stepwise methods have separate stages of detection and 

recognition and they proceed through detection, 

classification, segmentation and recognition. Integrated 

methods have information sharing amongst detection and 

recognition stages and these methods aim at recognizing 

words from text available. 
 
2.1 Stepwise method 

 

Stepwise methodologies have four primary steps: 

localization, verification, segmentation, and recognition. The 

localization step coarsely classifies components and groups 

them into candidate text regions, which are further classified 

into text or non-text regions during verification. The 

underlying assumption is that various text regions might be 

regarded as a kind of uniform pattern, therefore, there must 

exist properties or features that are invariant over this 

pattern. 

 

The segmentation step separates the characters so that 

exclusive, accurate outlines of image blocks remain for there 

cognition step. Finally, the recognition step converts image 

blocks into characters. In some approaches, the verification 

and/or segmentation step could be ignored, or additional 

steps might be included to perform text enhancement and/or 

rectification. 

 
Figure 2: Framework of Stepwise methodology. 

 

2.2 Integrated method 

 

With an integrated methodology, character classification 

responses are considered the primary cues, and shared with 

detection and recognition modules [15]. Using character 

classification responses as primary features requires the 

discrimination of characters from the background as well as 

from each other, which is a complex multiclass problem. 

Solutions require not only robust character recognition 

models but also appropriate integration strategies, such as 

holistic matching, i.e., “word spotting” [17], joint 

optimization [16] and/or decision delay [18]. Word spotting 

looks to match specific words in a given lexicon with image 

patches by character and word models. 

 
Figure 3: Framework of Integrated methodology 

 

3. Important stages of text detection and 

recognition 
 

 
Figure 4: Flowchart of the stepwise video text recognition 

approach with detection, tracking, segmentation, recognition 

and language processing [6] 

 

3.1 Text detection and localization 

 

Text detection deals with detecting presence of the text in the 

input image whereas text localization localizes position of 

the text and forms groups of text regions by eliminating 

maximum of the background. Text detection and localization 

process is performed using connected component analysis or 

region based methods. 

 

3.2. Classification  

 

After text detection and localization stage output may 

contain non-text regions along with text regions as false 

positives. Classification stage verifies text regions and 

eliminates non-text regions using classification algorithms. 

This stage can also be called as verification. Classification 

algorithms are either supervised or unsupervised.  

 

Supervised algorithms know properties of text such as color, 

size, texture, etc. before classification. Unsupervised 

algorithms do not have prior knowledge about text features.  

Supervised classification algorithms need training before 

classification. These algorithms undergo training to be able 

to extract features of the text to be classified and use these 

features in classification phase. 

 

Unsupervised classification algorithm does not undergo 

training. They extract features of text during the 

classification phase only unlike supervised classification and 

they use features extracted in previous classification for next 

one. This is similar to adaptive learning. 

 

 

3.3. Segmentation  

 

Segmentation process is used to separate text from 

background and to extract bounded text from image. 
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Integrated method which focuses on word matching/ 

recognition often combine or replace complex segmentation 

stage with recognition stage however stepwise methods 

undergo segmentation to obtain precisely extracted 

characters which are fed to recognition stage. Binarization & 

character segmentation are few of the segmentation 

algorithms 

 

Binarization converts color or gray-scale image into black 

and white image. To achieve good segmentation result 

irrespective of dark or bright text or background uses 

adaptive thresholding for binarization [7]. 

 
Figure 5: Binarization of text from street view [9] 

 

Character segmentation is process of converting text into 

multiple sets of single characters. It is suitable in case of 

degraded text or connected characters. Gradient vector flow 

based method is used in [8], which is applied directly on 

grayscale images eliminating need of binarization. It initially 

identifies candidate cut pixels from the characters and then 

uses two pass path finding process that finds out potential 

cuts in forward pass and verify true cuts and remove false 

cuts in backward pass. 

 
Figure 6: Results of character segmentation of degraded 

characters [10] 

 

3.4 Text Recognition  

 

Text recognition stage converts images of text into string of 

characters or words. It is important to convert images of text 

into words as word is an elementary entity used by human 

for his visual recognition. Different approaches of 

recognition are character recognition and word recognition.  

Character recognition methods divide text image into 

multiple cut-outs of single characters. Separation between 

adjacent characters is very important for these methods. 

 

Character recognition methods divide text image into 

multiple cut-outs of single characters. Separation between 

adjacent characters is very important for these methods. 

 

Character recognition approach using Optical Character 

Recognition module (OCR) is used in [11], where initially 

images are segmented into k classes followed by binary text 

image hypothesis generation which passes through connected 

components analysis and gray scale consistency constraint 

module before getting fed to OCR. Support Vector Machine 

(SVM) based classifier is used for character recognition in 

[12]. SVM gives good support for multi-class classification, 

which is tested in [12] on Indic language Kannada which has 

total 578 characters formed by altering 34 base consonants 

using 16 vowels. Many of these characters falls in similar 

classes which has made use of SVM based layered 

classification approach easier. 

 

Word recognition uses character recognition outputs along 

with language models or lexicons to recognize words from 

text image. It can be used in case of degraded characters. For 

applications with limited number of word possibilities in 

input images, word recognition is better approach than 

character recognition. Wachenfeld, et al. used graphical 

approach for word recognition in [13]. During segmentation 

stage, when each character is segmented, a hypothesis graph 

is formed to represent every segment and each path of graph 

is an ordered segment sequence which leads to formation of 

words from characters.  

 

Figure 7: Word recognition with a CRF model [14] 

 

4. Applications  
 

1) Text detection and recognition is used in industries for 

reading package labels, numbers etc.  

2) It is used to retrieve video captions as well as specific 

text contents from web pages.  

3) It is used for automatic number plate recognition at toll 

booths as well as for street boards reading purpose in 

case of unnamed vehicles.  

4) Text detection and recognition has very important 

application in form of assisting blind or visually impaired 

people for reading, making their daily life easy.  

5) It is also used in automatic cheque signature reading.  
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6) Automatic document scanning is another application of 

text recognition. 

 

5. Conclusion  
 

Text detection is applicable in real world scenarios like 

optical character recognition, artificial intelligence; 

distinguish between human and machine inputs and spam 

removal. Text detection is the process of locating areas in an 

image where, a meaning full text is occurred. Variation in 

environment in which the image is captured makes it a 

difficult process. 
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