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Abstract: Standard setting with borderline regression method (BRM) is a practical and defensible process to determine the cut-off point in Objective Structured Clinical Examination (OSCE). For standard setting method in OSCE, two different scores, the checklist scores and the global rating scores were recorded. These scores were used to apply standard setting using BRM to calculate the pass/fail cut-point in five stations OSCE in an undergraduate programme. The traditionally set pass marks at 50% was reestablished to be 54.98% using BRM. To assess the quality of OSCE, the auto-generated correlation of determination ($R^2$) ranging from 19.9% to 56.6% and slope of regression line "B" coefficient ranging from 4.00 to 10.32 points among the 5-stations OSCE was also considered. Root Mean Square Error (RMSE) was determined as an absolute indicator of reliability in a composite scaled score of multi-dimensional OSCE stations. BRM was found a less time consuming and practical method of standard setting for OSCE stations. It also has the advantage of providing data for quality assurance. RMSE is more appropriate to determine the fitness of model than Cronbach’s alpha.$R^2$ and the intergrade discrimination provides the other relative indices of reliability in multi stations OSCE of students’ clinical performance.
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1. Introduction

Standard setting method is a judgmental process that results in pass/fail standards in a systematic, reproducible, credible and defensible manner [1, 2, 3]. For standard setting method of OSCE stations with patient examiners, the examiners directly observed students and their rating of clinical performance using two different scores. The first rating of clinical performance is the marks assigned to students as checklist score converted to percentage grade (0-100%) and the second score may base on global rating using a Likert scale ranging 3-5 categories such as 1= Fail, 2= Borderline, 3=Pass, 4 = Good, and 5= Excellent.

In BMR the evaluators give their global rating based on students’ overall clinical competence gauged through the learning outcome of relevant station and the students’ observed performance. The evaluators are advised to avoid summing up the checklist score of the candidate at a station in order to have global rating score independent of any influence, whatsoever reflected in checklist score. Practiced otherwise, a global clinical rating often unintentionally becomes a simple conversion of a checklist score into global rating score. The total test score calculated by summing up the station checklist scores is produced as graph against the global rating score for standard setting. The BRM is set a standard (cut-off passing mark) is different from Borderline Group Method (BGM) generally used [4, 5, 6]. For each station, a linear regression model is used in which the student's checklist scores and global rating scores are considered dependent and independent scores respectively. In statistical modeling regression analysis is a set of statistical process for estimating a trend between a dependent variable at Y-axis and an independent variable at X-axis. Regression analysis is a form of predictive modeling technique, which investigate the relationship between a response and a predictor variable for strength and direction.

BRM is more reliable and valid than the borderline group method (BGM). Reliability may be inflated if the global rating and the checklist rating are marked close to each other. In case of OSCE it is more like a composite score forming a scale rather than a continuous score. Therefore, to talk about reliability of OSCE we talk of other reliability indicators and not Cronbach’s alpha alone. RMSE is more appropriate to determine the fitness of model than Cronbach’s alpha. RMSE is the standard deviation of the residuals (prediction errors) from line of fit, which tells us about how far from the regression line data points are. RMSE is a measure of how spread out these residuals are or how concentrated the data is around the line of best fit. RMSE error is the frequently used measure of difference between values predicted by a model (estimator) and the values actually observed. In RMSE, using a model the residuals (errors) is first calculated. Residuals are squared, added up and divided by the total number of sample in population or it may take the square root of variance. The general formula for RMSE is $RMSE = \Sigma (I^2 + r^2 + r^2 + r^2 + \ldots r^2)/N$

Another statistical output to determine the reliability is $R^2$, the amount of variation along the Y-axis that can be explained by the variable along the X-axis. It is also the square of correlation coefficient ($r$) and is called Coefficient of Determination. $R^2$ tells how well regression line estimates an actual value or it is the amount of variation of dependent variable explained by the independent variable. The auto-generated $R^2$s considered the other relative indicator of reliability with intergrade discrimination found as line of slope in regression equation in multi stations OSCE to determine the students’ clinical performance. RMSE is considered the absolute indicator of OSCE.
2. Material and Method

Five stations manned OSCE with a simulated patient and an
examiner was administered as a pilot project to 136 students
in their preclinical phase of undergraduate students. Students
were assigned marks (out of 10) using a checklist converted
to percentage grade score. Examiner also provided a global
rating on 5 points Likert-scale. The checklist cut-off score
was calculated by a simple regression model (equation, \( Y = a + bx \)) regressed on global scale set at 2 defined
for borderline students. The corresponding pass-fail score
(PFS) as standardfor the OSCE in a standard setting method
was calculated by averaging the all OSCE stations cut-scores
after individual station checklist score regressed on global
score. The percentage of students passing the OSCE
accordingly was indicated as the pass rate also obtained
against a standard set score obtained using the borderline
regression method.

Microsoft Excel worksheet was developed with independent
variable along the X-axis in the first column and the
dependent variable along the Y-axis in the second column.
This arrangement is important for the statistical calculation
of cut-off score and the RMSE subsequently. To assess the
fitness of regression model as how good the model predicts
the PFS of OSCE was statistically analyzed, examining the
auto-generated correlation of determination \( R^2 \) and the
slope of the regression line as the intergrade discrimination “B”. Besides, Root Mean Square Error (RMSE) was also calculated using formula in Microsoft Excel. The step to calculate cut-off score and the RMSE in Microsoft Excel was as followed.

**Borderline Regression Method:**

1. The data was collected as dependent variable (checklist
   score along Y-axis) and independent variable (global
   score along X-axis).

2. A scatter plot was created and a linear line of best fit was
   added to this graphic output.

3. The pass mark was identified as the cut-off point where
   the line of best fit is crossed by a vertical line drawn up
   from the borderline judgment set at 2 (borderline
   students’ score) of global rating.

4. Alternatively, the pass-fail cut-off score could also be
   calculated from the regression equation \( Y = a + bx \)
   auto-generated in scatterplot with an additional click or
   running the regression statistics in data analysis
   option. “Y” in the equation indicates the cut-off score, “a
   “the line of intercept, where the line of slope cuts the Y-
   axis. “b” indicates the line of slope multiplied by “x”
   value provided by borderline global rating set prior to
   calculation of cut-off point.

5. The fitness of regression model (equation) was evaluated
   by examining the correlation of determination \( R^2 \), which
   ranges from 0 to 1. \( R^2 \) is the proportion of squared sum
   of regression and squared sum of total as SSR/SST
   respectively, whereas SST = SSR+SSE (squared sum of
   error) (see figure 1).

6. The slope of regression line was determined as the amount
   of change in number of checklist score as dependent
   variable against 1-unit increase in global score as
   independent variable called intergrade discrimination.

3. Result

The standard set passing marks for each OSCE station
was established to be 46.43% using BRMmean of all 5 OSCE
stations shown as “total” in scatterplot matrix (see figure 2)
and total test score average (see table). This however
showed an improvement of passing rate with 76.47% (BRM)
versus 67.05% (BGM) and 74.26% traditionally selected
passing marks of 50% to determine PFS of OSCE (see table).
Borderline group method (BGM) was calculated using
average of all checklist score of borderline students,
which is considered less robust. To assess the fitness of
regression model in OSCE, correlation of determination
\( R^2 \) and the slope of the regression line (intergrade
discrimination) “B” was also determined. 38.5% to 65.00%
of BRM cut-score variation in different OSCE stations were
explained by global score rating decided by the experts. “B”
coefficient showed an increased 1 unit of global rating
causing an increase in checklist score by 4.00 to 10.32
points among the 5-stations OSCE. This suggests small
intergrade discrimination in favor of checklist list cut-point
validity.

![Figure 1: R compares SSR/SST, the distance between estimated score from the mean score (SSR) with actual score from mean score (SST) and SST=SSR+SSE (sum of the square error)](image-url)
Figure 2: Scatter plots of the checklist score versus the global score for the five stations OSCE in preclinical phase of 136 candidates. Each panel presents checklist score regressed against global score.

Table 1: Scores (mean and standard deviation), BGM standards, BRM metrics (cut-score, RMSE, $R^2$ and B) and pass rate of OSCE in preclinical phase of undergraduate programme.

<table>
<thead>
<tr>
<th>No</th>
<th>Station Name</th>
<th>Mean Score (SD)</th>
<th>BGM Standard (No of SL)</th>
<th>BRM/SRME Standard (No of SL)</th>
<th>$R^2$</th>
<th>B</th>
<th>Pass Rate (%) BGM/BRM (At 50%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>History taking (Shoulder pain)</td>
<td>66.66 (16.43)</td>
<td>58.57 (99)</td>
<td>59.90/0.761 (99)</td>
<td>.428</td>
<td>8.76</td>
<td>72.79/72.79 (83.82%)</td>
</tr>
<tr>
<td>2</td>
<td>Procedural Skills (U. Catheterization)</td>
<td>73.86 (13.63)</td>
<td>65.14 (96)</td>
<td>65.00/0.490 (107)</td>
<td>.551</td>
<td>8.42</td>
<td>70.59/78.68 (97.06%)</td>
</tr>
<tr>
<td>3</td>
<td>Communication skills (Counseling)</td>
<td>40.95 (11.56)</td>
<td>37.33 (86)</td>
<td>38.50/0.455 (86)</td>
<td>.190</td>
<td>4.00</td>
<td>63.23/63.23 (24.26%)</td>
</tr>
<tr>
<td>4</td>
<td>Examination skills (M. Skeletal reflex)</td>
<td>60.84 (17.48)</td>
<td>50.41 (87)</td>
<td>52.5/0.381 (87)</td>
<td>.566</td>
<td>10.3</td>
<td>63.97/63.97 (72.06%)</td>
</tr>
<tr>
<td>5</td>
<td>Examination skills (Focus neurogenic)</td>
<td>70.18 (15.23)</td>
<td>60.36 (88)</td>
<td>59.00/0.374 (115)</td>
<td>.499</td>
<td>9.01</td>
<td>64.71/84.56 (94.85%)</td>
</tr>
<tr>
<td></td>
<td>Total Test Score Average</td>
<td>62.38 (14.95)</td>
<td>54.41 (91.20)</td>
<td>54.98/0.492 (98.80)</td>
<td>–</td>
<td>–</td>
<td>76.06/72.65 (74.41)</td>
</tr>
</tbody>
</table>
BGM: Borderline group method, BRM: Borderline regression method, R²: Correlation of determination and B: Intergrade discrimination.

4. Discussion

BRM is an examinee-centered standard setting method categorized by experts’ decision based on examinee’s actual performance. There are several advantages of BRM such as examinees’ reliable performance, experts’ opinion, less time consuming and taking each and every score into account to decide on PFS on OSCE [7, 8, 9]. However, reliability may be inflated if the global rating and the checklist rating are marked close to each other. BRM can also be used to review the appropriateness of OSCE checklist. BRM, though more reliable and valid than the BGM has been evaluated for reliability using RMSE [10] before implementing the BRM to decide on PFS. Cronbach’s alpha as the test of consistency in a multi-dimensional scale of scores may be questioned for reliability? Whether Cronbach’s alpha is the right choice with or without principle component analysis or RMSE in evaluation of OSCE? Author believes the right choice for establishing the reliability of OSCE is RMSE and we need to go beyond alpha for reliability of OSCE with RMSE as the absolute test of reliability and R²(correlation of determination)and B (intergrade discrimination) as the other relative statistics of reliability in OSCE.

Root Mean Square Error (RMSE) offers an efficient method of assessing the reliability of BRM addressing the issues associated with Cronbach’s alpha such as issues of dimensionality with OSCE stations and dependence on number of stations or students associated with OSCE. RMSE represent the goodness of line of fit or to what extent this linear fit represents the data (score) well. A small value of RMSE indicates that BRM is a reliable method of setting standard for OSCE. This has the advantage of providing data for quality assurance in post-examination evaluation of assessment. However, with an increasing number of examinees and/or increasing number of stations the RMSE would decrease and the reliability would increase [11].

Another important advantage of BRM is that regression analysis can also generate metric that may help to evaluate the quality of OSCE [12]. The auto-generated statistics are correlation coefficient (R), correlation of determination (R²), slope of regression line as intergrade discrimination coefficient and equation of regression required to calculate RMSE, all related to reliability of OSCE. R² value tells about percentage variation of checklist score explained by global rating. In investing reliability, R² is generally interpreted as the percentage of a score achieved in a test that can be explained by a benchmark score of global expert rating on students’ clinical performance. An R² of 100% means that all scores of checklist scores are completely explained by the global rating of experts as an independent variable that one may be interested in. In investing, a high R², between 85% and 100%, indicates that the checklist of students’ clinical performance is aligned with expert’s opinion reflected in global rating score. A cutoff score with a low R², at 50% or less, indicates the checklist score is not aligned with global rating score. R² gives an estimate of the relationship between score of a dependent variable and scores of an independent variable.

However, it doesn't tell whether a chosen model is good or bad, nor will it tell whether the data and predictions on a given data (OSCE) is biased. A high or low R-squared isn't necessarily good or bad, as it doesn't convey the absolute reliability of the model, nor whether a rightly chosen regression. One can get a low R² for a good model, or a high R-square for a poorly fitted model, and vice versa. Therefore, R² alone for reliability of OSCE may not be a good choice unless RMSE shows a low value.

Slope of regression line, besides an indicator of direct linear relationship between independent and dependent variable also tells about inter-grade discrimination as how much increase in checklist points is incurred with 1-unit increase in global rating score. Small inter-grade discrimination value in case of BRM is considered better than large value since global rating has been held more valid than the checklist rating by many researchers in published literature [13, 14, 15, 16]. There is no clear guidance about the value for inter-grade discrimination however, Association for Medical Education in Europe guide No. 49 recommends this value of the order of a 10th of the maximum available checklist mark score [17].

5. Conclusion

Borderline Regression Method is a judgmental process of determining pass-fail standards of examinees score in a systematic, reproducible, and defensible manner. This is less time consuming method of standard setting for manned OSCE stations with students, simulated patients and evaluators encounter. It also has the advantage of providing data for quality assurance with auto-generated statistical data of correlation of determination (R²) and intergrade discrimination besides, RMSE as the absolute reliability coefficient of OSCE.
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