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Abstract: As part of the global push to end the AIDS epidemic for all by 2030, Rwanda is accelerating reductions of AIDS-related 
deaths and new HIV infections through strategies for reaching out and providing HIV services to key populations. HIV prevalence is 
higher among women (3.7%) compared to men (2.2%). We aimed to determine and model the key behavioral factors associated with 
HIV infection among women in Rwanda.We used secondary data from the 2010 Rwanda Demographic and Health Survey (RDHS). We 
matched data of HIV status and women aged 15-49 years. The potential covariates were defined through conceptual framework and 
tested using bivariate analysisto assess association between each covariate and outcome. Then, we used multivariate logistic regression 
to determine potential behavioral factors that are considered to have an impact on the prevalence of the epidemic. Of over 6900 women 
interviewed in 2010 RDHS, 3.7% were HIV positive and 96.3% were HIV negative. In multivariate logistic regression, HIV prevalence 
was higher in women who were between 35 to 49 years old (OR:2.090, 95%CI:1.230-3.549). Those who had experienced at least one 
STI  symptom  had  a  higher  prevalence  of  HIV  infection (OR:2.920,  95%CI:1.897- 4.493).  We  also  found  that  women  who  were 
divorced/separated and  widowed (OR:3.976,  95%CI:1.788-8.839),  women  who  had  first  sex  at  20-39years  (OR:3.950,  95%CI:2.474- 
6.308) and women who had at least one sex partners (OR: 2.963, 95%CI: 1.149-7.639) were at higher risk for HIV infection. The use of 
condom during every sexual intercoursehad greatly reduced the risk of transmission of HIV infection(OR:0.145, 95%CI:0.098-0.214). 
In  the  context  of  HIV  and  AIDS  prevention,  limiting  the  number  of  sexual  partners  and  encouraging  protected  sex  are  crucial  to 
combating the epidemic. Successful prevention strategies should focus on HIV education, treatment of sexually transmitted infections,

and proper and consistent condom use using an outreach approach.
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1. Introduction 
 

1.1 Background of the study 

 

HIV infection has become the pandemic affecting every 

region of the world and is one of the major causes of 

morbidity and mortality. This deadly virus has affected the 

developing countries more severely as they are lagging 

behind in fight against various infectious diseases. With a 

high case fatality rate, significant impact on health and 

society, lack of definite curative treatment or vaccine, 

HIV/AIDS pandemic is one of the most frightening health 

problems of this century[1].AIDS is a disease which is 

caused by a virus called human immunodeficiency (HIV), 

that weakening the immunity of a person[2]. The HIV/AIDS 

epidemic is one of the largest obstacles to development in 

many countries and is destroying the lives and livelihoods of 

millions of people around the world[3]. HIV/AIDS has 

firstly recognized in 1980’s, since then the epidemic is 

spread out rapidly all over the world. The trend of the 

number of people living with HIV AIDS is growing 

substantially from year to year and reached to its high 

level[4]. According to the US Global Health Policy report, 

the number of people living with HIV in the world is 

estimated to be between [31.6–35.2] millions, and between 

[2.4–2.9] millions people were newly infected with HIV per 

year and more than 2 million people have died due to this 

epidemic[1].HIV/AIDS killed 1.8 million of people where 

1.3 million of people died live in Africa [5]. AIDS is now 

the fourth leading cause of death worldwide and the leading 

cause of death in Sub Saharan Africa [6]. 

 

According to [5]the prevalence rate in sub-Sahara Africa 

was 5% whereas 3% was for Rwanda. Adult national HIV 

prevalence rate in Rwanda refer to the 2005 Rwanda 

demographic health survey (RDHS), indicates that HIV 

prevalence nationwide is 3.1% among adult aged 15-49 

years and women HIV/AIDS prevalence are higher than 

men 3.6% and 2.3%, respectively[7]. Therefore, prevalence 

among affected is different depends on sex and geographical 

areas of cohabitation. HIV data collected in 2005 RDHS 

showed HIV prevalence to be more than three times higher 

in urban than in rural areas (7.1% and 2.3%, respectively) 

with infection levels peaking in and around the capital 

Kigali. The prevalence of HIV/AIDS in Kigali city was 

7.3% (8% in women and 5.2% in men); higher than the 

prevalence in other provinces and rural areas[8]. The wide 

gender difference in prevalence was a significant revelation 

that highlighted the vulnerability of women compared with 

men[9]. According to 2005 antenatal clinic survey showed 

that 4.1% of pregnant women were HIV infected, with 

prevalence highest in Kigali (13%), but on average about 

5% in the urban areas and little over 2% in rural areas[10]. 

 

1.2 Statement of the problem 

 

The predominant modes of HIV transmission identified are 

sexual intercourse, mother to child transmission, and 
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transfusion with infected blood [6]. HIV infection is a major 

public health concern in Rwanda, where it is one of the 

major cause of mortality with negative socio-behavioral and 

economic consequences that affect national economy and 

human capital and even household wellbeing. HIV 

prevalence in Rwanda has remained stable (3%) since 2005 

until 2010 in the people aged between 15 and 49 years 

old[11]. Recent Behavioral Surveillance Survey among 

Female Sex workers revealed a very high prevalence at 51% 

nationally, this key population is known to be an important 

mode of transmission of HIV and other STIs. This explains 

how HIV in Rwanda represents a mixed epidemic[10]. 

However, the behavioral factors associated with HIV 

infection among women in Rwanda were not yet well known 

and modelled. However, there is a need to model the key 

behavioral factors associated with HIV infection among 

women in Rwanda.  

 

1.3 Objective of the Study 

 

The objective of this study was to model the key behavioral 

factors associated with risk of HIV infection among women 

aged 15-49 years in Rwanda.  

 

1.4 Conceptual framework of the study 

 

The conceptual framework indicated a diagrammatic 

representation of the framework underlying this study: The 

HIV infection is associated with the different behavioral 

factors as shown in the following Figure.1 

 

 
Source: Author 

 

2. Methodology  
 

2.1 Study settings  

 

Rwanda is a small country and most populated in Africa 

with almost 11 million of population of whom 83% of them 

live in rural areas. Prevalence of HIV in adult is 3% and 

2.2% in rural areas. This study is based on a secondary 

analysis of the data from the Rwanda demographic and 

Health Survey (RDHS 2010), which is a nationally and sub-

nationally representative, conducted every five years to 

monitor demographic, socioeconomic, and health indicators. 

The DHS is conducted by the National Institute of Statistics 

of Rwanda in partnership with the Ministry of Health. This 

2010 RDHS is a part of the worldwide Demographic and 

Health Survey (DHS) program, which is designed to provide 

data for monitoring the population and health situation in 

Rwanda. The 2010 RDHS is the fifth demographic and 

health survey conducted in Rwanda since 1992[11]. 

 

2.2 Study Design  

 

The Rwanda Demographic and Health Survey(RDHS) is the 

first population-based, nationally representative survey in 

Rwanda to link individual HIV test results with the full set 

of behavioral, social, and demographic indicators included 

in the survey. In the RDHS 2010, a two stage stratified 

sampling design was used to sample 12,792 households 

from the country as a whole and for urban and rural areas in 

particular. Survey estimates are also reported for the 

provinces (South, West, North, and East) and for the City of 

Kigali. The sample was selected in two stages. In the first 

stage, 492 villages (also known as clusters or enumeration 

areas) were selected with probability proportional to the 

village size. The village size is the number of households 

residing in the village. For the second stage, the households 

were selected systematically from the lists of all survey’s 

participators. All of the 492 clusters selected for the sample 

were surveyed for the RDHS 2010. The 2010 RDHS 

included HIV testing of over 6,900 women aged 15–49 and 

over 6,300 men aged 15–59 were identified as eligible for 

individual interviews and for HIV testing. Eligible women 

and men, HIV tests were conducted for 99 %of women and 

98% of men.  

 

Women who were interviewed in the subsample of 

households selected for the individual women’s survey of 

the 2010 RDHS were asked to voluntarily provide blood for 

HIV testing. Therefore, the respondents’ HIV test results can 

never be linked to identifying data. For women who were 

willing to be tested, drops of blood were drawn and dried on 

filter paper. Only an identification number (barcode) drawn 

at random was assigned to each specimen. Since no 

information containing personal identification accompanied 

the samples, it was not possible to inform the respondents of 

the result of their test. Analysis of the samples for HIV was 

carried out at the National Reference Laboratory (NRL).  

 

The analysis presented in this study is based on sample of 

6952 individual women that consented to the blood test 

result for HIV in Rwanda Demographic and Health Survey. 

As a result, blood test result data will be linked to survey 

data, and then the merged data file will be used to analyse 

the factors influencing HIV infection in Rwanda and unit of 

analysis here is women. The survey collected detailed 

information on fertility, family planning, childhood 

mortality, nutrition, maternal and child health, domestic 

violence, malaria, maternal mortality, awareness and 

behaviour regarding HIV/AIDS, HIV prevalence, malaria 

prevalence, and anemia. From these data we constructed a 

number of behavioural indicators that were likely to be 

associated with the risk of HIV infection[8].  
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2.3 Logistic Regression model  

 

2.3.1 General Model: The logistic regression model for k 

covariates ),.......,,( 21 kxxx  

Logisticregression is a mathematical modelling approach 

that can be used to describe the relationship of several 

independent variables to a dichotomousdependent 

variable[12]. Other modelling approaches are possible also, 

but logistic regression is by far the most popularmodelling 

procedure used to analyse dichotomous data. To explain the 

popularity of logistic regression, we show here the logistic 

function,which describes the mathematical form on which 

the logistic modelis based.  

 
Figure 2: Logistic regression model shape 

 

This function, called f (z), is given by 1 over 1 plus e to the 

minus z. We have plotted the values of this function as z 

varies from−∞ 𝑡𝑜 + ∞. Thus, as the graph describes, the 

rangeof f(z) is between 0 and 1, regardless of the value of z. 

The fact that the logistic function f (z) ranges between 0 and 

1 is the primary reason the logistic model is sopopular. The 

model is designed to describe a probability, which is always 

some number between 0 and 1. The logistic model, 

therefore, is set up to ensure thatwhatever estimate of risk 

we get, it will always be somenumber between 0 and 1. 

Thus, for the logistic model, we can never get a risk estimate 

either above 1 or below 0. This is not always true for other 

possible models, which is why the logistic model is often the 

first choice when a probability is to be estimated. To obtain 

the logistic model from the logistic function, we write z as 

the linear sum  𝛽0 plus 𝛽1 times 𝑋1, plus 𝛽2times 𝑋1 , and so 

on to 𝛽𝑘 times 𝑋𝑘 , where the X’s areindependent variables of 

interest and 𝛽0 and the 𝛽𝑖are constant terms representing 

unknown parameters. 

𝑍 = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + ⋯+ 𝛽𝑘𝑋𝑘 .                  (1)                                                                                                                                                  

 

2.3.2 Probabilities, Odds, Odds ratios, and the Logit 

Transformation for Dichotomous Dependent Variables 

For a dichotomous dependent variable, the numerical value 

of the variable is arbitrary, what is intrinsically interesting is 

whether the classification of cases into one or the other 

categories of the dependent variable can be predicted by the 

independent variable. Instead of trying to predict the 

arbitrary value associated with a category, it may be useful 

to predict the probability that a case will be classified into 

one as opposed to the other of the categories of the 

dependent variable. 

 

Because the probability of being classified into the first or 

lower-valued category,𝑃(𝑌 = 0), is equal to 1 minus the 

probability of being classified into the second or high-valued 

category,𝑃(𝑌 = 1), it means𝑃 𝑌 = 0 = 1 − 𝑃(𝑌 = 1). 

 

We could try to model the probability that 𝑌 = 1 as 𝑃 𝑌 =
1=𝛼+𝛽𝑋, but we could again run into the problem that 

although observed values of 𝑃(𝑌 = 1), must lie between 0 

and 1, the predicted values may be less than 0 or greater than 

1. 

 

A step toward solving this problem would be to replace the 

probability that 𝑌 = 1 with the odds that𝑌 = 1. The odds 

that𝑌 = 1, written odds(Y=1), is the ratio of the probability 

that 𝑌 = 1 to the probability that 𝑌 ≠ 1.The odds that 𝑌 = 1 

is equal to 𝑃(𝑌 = 1)/[1 − 𝑃 𝑌 = 1 ]. Unlike𝑃(𝑌 = 1), the 

odds has no fixed maximum value, but like the probability, 

it has a minimum value of 0. One further transformation of 

the odds produces a variable that varies, in principle, from 

negative infinity to positive infinity. The natural logarithm 

of the odds,ln{
𝑃 𝑌=1 

 1−𝑃 𝑌=1  
}, is called the logit of Y. The logit 

of Y, written𝑙𝑜𝑔𝑖𝑡(𝑌), becomes negative and increasingly 

large in absolute value as the odds decrease from 1 to ward 

0, and becomes increasingly large in the positive direction as 

the odds increase from 1 to infinity. If we use the logarithm 

of the odds that 𝑌 = 1 as our dependent variable, we no 

longer face the problem that the estimated probability may 

exceed the maximum or the minimum possible values for 

probability. The equation for the relationship between the 

dependent variable and independent variables then becomes 

𝑙𝑜𝑔𝑖𝑡 𝑌 = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + ⋯+ 𝛽𝑘𝑋𝑘[13] 

 

We can convert 𝑙𝑜𝑔𝑖𝑡 𝑌  back to the odds by 

exponentiation,  

 

Calculating 𝑜𝑑𝑑𝑠 𝑡𝑎𝑡 𝑌 = 1 = 𝑒𝑙𝑜𝑔𝑖𝑡 (𝑌). This result in the 

equation  

𝑜𝑑𝑑𝑠 𝑌 = 1 = 𝑒 ln  𝑜𝑑𝑑𝑠  𝑌=1   

= 𝑒(𝛽0+𝛽1𝑋1+𝛽2𝑋2+⋯+𝛽𝑘𝑋𝑘 )                       (2) 

We can then convert the odds back to the probability that 

 𝑌 = 1  by the formula 

 𝑃 𝑌 = 1 = 𝑃(𝑜𝑑𝑑𝑠 𝑡𝑎𝑡 𝑌 = 1)/[1 + 𝑜𝑑𝑑𝑠 𝑡𝑎𝑡  𝑌 =
1] . 
 

This produces the equation     

𝑃 𝑌 = 1 =
𝑒 (𝛽0+𝛽1𝑋1+𝛽2𝑋2+⋯+𝛽𝑘𝑋𝑘 )

1+𝑒 (𝛽0+𝛽1𝑋1+𝛽2𝑋2+⋯+𝛽𝑘𝑋𝑘 )
                (3) 

 Let 𝜋 𝑋 = 𝑃 𝑌 = 1  represent the probability of an event 

that depends on k covariates or independent variables. We 

have      𝜋 𝑋 =
𝑒 (𝛽0+𝛽1𝑋1+𝛽2𝑋2+⋯+𝛽𝑘𝑋𝑘 )

1 + 𝑒 (𝛽0+𝛽1𝑋1+𝛽2𝑋2+⋯+𝛽𝑘𝑋𝑘 )
 

𝑙𝑜𝑔𝑖𝑡 𝜋 𝑋  = 𝑙𝑛  
𝜋 𝑋 

1 − 𝜋 𝑋 
  

= 𝑙𝑛  

𝑒 (𝛽0+𝛽1𝑋1+𝛽2𝑋2+⋯+𝛽𝑘𝑋𝑘 )

1       +       𝑒 (𝛽0+𝛽1𝑋1+𝛽2𝑋2+⋯+𝛽𝑘𝑋𝑘 )

1 −     
𝑒 (𝛽0+𝛽1𝑋1+𝛽2𝑋2+⋯+𝛽𝑘𝑋𝑘 )

1    +       𝑒 (𝛽0+𝛽1𝑋1+𝛽2𝑋2+⋯+𝛽𝑘𝑋𝑘 )

  

= 𝑙𝑛  

𝑒 (𝛽0+𝛽1𝑋1+𝛽2𝑋2+⋯+𝛽𝑘𝑋𝑘 )

1       +       𝑒 (𝛽0+𝛽1𝑋1+𝛽2𝑋2+⋯+𝛽𝑘𝑋𝑘 )

1

1    +       𝑒 (𝛽0+𝛽1𝑋1+𝛽2𝑋2+⋯+𝛽𝑘𝑋𝑘 )

  

= 𝑙𝑛 𝑒(𝛽0+𝛽1𝑋1+𝛽2𝑋2+⋯+𝛽𝑘𝑋𝑘 )  

= 𝛽0 + 𝛽1𝑋1+𝛽2𝑋2 + ⋯+ 𝛽𝑘𝑋𝑘                                    (4) 
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So, again, we see that the logit of the probability of an event 

given X is a simple linear function. 

 

To summarize, the two basic equations of multivariate 

logistic regression are: 

𝜋 𝑋 =
𝑒(𝛽0+𝛽1𝑋1+𝛽2𝑋2+⋯+𝛽𝑘𝑋𝑘 )

1 + 𝑒(𝛽0+𝛽1𝑋1+𝛽2𝑋2+⋯+𝛽𝑘𝑋𝑘 )
 

Which gives the probabilities of outcome events given the 

covariate values 𝑋1,𝑋2 ,… ,𝑋𝑝  

and            𝑙𝑜𝑔𝑖𝑡 𝜋 𝑋  = 𝛽0 + 𝛽1𝑋1+𝛽2𝑋2 + ⋯+ 𝛽𝑘𝑋𝑘  

        i.e. 𝑙𝑛  
𝜋 𝑋 

1−𝜋 𝑋 
 =  𝑋𝑖𝑘𝛽𝑘

𝐾
𝑘=0 𝑖 =  1, 2,…   ,𝑁 (5) 

Which shows that logistic regression is really just a standard 

linear regression model, once we transform the dichotomous 

outcome by the logit transform. This transform changes the 

range of 𝜋 𝑋  from 0 to 1 to  −∞  𝑡𝑜 + ∞ , as usual for 

linear regression. Analogously to univariate logistic 

regression, the above equations are for mean probabilities, 

and each data point will have an error term. Once again, we 

assume that this error has mean zero, and that it follows a 

binomial distribution with mean 𝜋 𝑋  and 

variance𝜋 𝑋 (1 − 𝜋 𝑋 ). Of course, now X is a vector, 

whereas before it was a scalar value. 

 

It is important to understand that the probability, the odds, 

and the 𝑙𝑜𝑔𝑖𝑡 are three different ways to express exactly the 

same thing. Of the three measures, the probability or the 

odds is probably the most easily understood? 

Mathematically, however, the 𝑙𝑜𝑔𝑖𝑡 form of the probability 

best helps us to analyse dichotomous variables[14]. 

 

2.3.3 Interpretation of the 𝜷 𝒄𝒐𝒆𝒇𝒇𝒊𝒆𝒏𝒕𝒔 in Logistic 

Regression model 

a) Interpretation of the intercept  𝜷𝟎  

 Notice that regardless of the number of covariate values, if 

they are all set to zero, then we have: 

𝜋 𝑋 =
𝑒𝛽0

1+𝑒𝛽0
                                 (6) 

 It is exactly the same as in the univariate case. So, the 

interpretation of 𝛽0 remains the same as in the simpler case: 

𝛽0 sets the “baseline” event rate, through the above function, 

when all covariate values are set equal to zero. 

 

b) Interpretation of the slopes  𝜷𝟏 ,𝜷𝟐, …, 𝜷𝒌 

Recall the effect on the probability of an event as X changes 

by one unit in the univariate case. There, we saw that the 

coefficient 𝛽1 is such that 𝑒𝛽1  is the odds ratio for a unit 

change in X, and in general, for a change of Z units, the 

𝑂𝑅(𝑜𝑑𝑑 𝑅𝑎𝑡𝑖𝑜) = 𝑒𝑍𝛽1 =  𝑒𝛽1 
𝑍
 

Nothing much changes for the multivariate case, except: 

1) When there is more than one independent variable, if all 

variables are completely uncorrelated with each other, 

then the interpretations of all coefficients are simple, 

and follow the above pattern: 

We have 𝑂𝑅 = 𝑒𝑍𝛽𝑖  for any variable  𝑋𝑖  ,𝑖 = 1,2,… , 𝑘  

where the OR represents the Odds ratio for a change of 

size z for that variable.  

2) When the variables are not uncorrelated, the 

interpretation is more difficult. It is common to say that 

 𝑂𝑅 = 𝑒𝑍𝛽1  represents the odds ratio for a change of 

size z for that variable adjusted for the effects of the 

other variables. While this is essentially correct, we 

must keep in mind that confounding and co linearity can 

change and obscure these estimated relationships. 

 

c) Estimating the 𝜷 coefficients given data sets 

The goal of logistic regression is to estimate the K +1 

unknown parameters 𝛽 in the equation(4). This is done with 

maximum likelihood estimation which entails finding the set 

of parameters for which the probability of the observed data 

is greatest. The maximum likelihood equation is derived 

from the probability distribution of the dependent variable. 

Since each 𝑦𝑖  represents a binomial count in the 𝑖𝑡  

population, the joint probability density function of Y is: 

𝑓 𝑦 𝛽 =  
𝑛𝑖 !

𝑦𝑖 ! 𝑛𝑖−𝑦𝑖 !
𝜋𝑖
𝑦𝑖 1 − 𝜋𝑖 

𝑛 𝑖−𝑦𝑖𝑁
𝑖=1                 (7) 

 

For each population, there are  
𝑛𝑖
𝑦𝑖
  different ways to arrange 

𝑦𝑖  successes from among 𝑛𝑖  trials. Since the probability of a 

success for any one of the 𝑛𝑖  trials is 𝜋𝑖  , the probability of 

𝑦𝑖  successes 𝜋𝑖
𝑦𝑖 .  

Likewise, the probability of 𝑛𝑖 − 𝑦𝑖   failures is (1 −
𝜋𝑖)𝑛𝑖 − 𝑦𝑖 
 

The joint probability density function in equation (7) 

expresses the values of 𝑦 as a function of known, fixed the 

values for 𝛽. The likelihood function has the same form as 

the probability density function, except that the parameters 

of the function are reversed: the likelihood function 

expresses the values of 𝛽 in terms of known, fixed the 

values for y. 

 

Thus, 

𝐿 𝛽 𝑦 =  
𝑛𝑖 !

𝑦𝑖 ! 𝑛𝑖−𝑦𝑖 !
𝜋𝑖
𝑦𝑖 1 − 𝜋𝑖 

𝑛 𝑖−𝑦𝑖𝑁
𝑖=1             (8)                            

The maximum likelihood estimates are the values for 𝛽 that 

maximize the likelihood function in Equation (8). The 

critical points of a function (maxima and minima) occur 

when the first derivative equals 0. If the second derivative 

evaluated at that point is less than zero, then the critical 

point is a maximum. Thus, finding the maximum likelihood 

estimates requires computing the first and second derivatives 

of the likelihood function. Attempting to take the derivative 

of Equation (8) with respect to 𝛽 is a very difficult task due 

to the complexity of multiplicative terms. Fortunately, the 

likelihood equation can be considerably simplified. First, 

note that the factorial terms do not contain any of the  𝜋𝑖   . 
As a result, they are essentially constants that can be 

ignored: maximizing the equation without the factorial terms 

will come to the same result as if they were included. 

Second, note that since 𝑎𝑥−𝑦 =
𝑎𝑥

𝑎𝑦
 , and after rearranging 

terms, the equation to be maximized can be written as: 

  
𝜋𝑖

1−𝜋𝑖
 
𝑦𝑖
 1 − 𝜋𝑖 

𝑛𝑖𝑁
𝑖=1                          (9)      

Note that taking exponential e to both sides of the equation 

(5) 

 
𝜋𝑖

1−𝜋𝑖
 = 𝑒 𝑋𝑖𝑘𝛽𝑘

𝐾
𝑘=0                                (10) 

Which after solving for  𝜋𝑖  becomes, 

𝜋𝑖 =  
𝑒
 𝑋𝑖𝑘 𝛽𝑘
𝐾
𝑘=0

1+𝑒
 𝑋𝑖𝑘 𝛽𝑘
𝐾
𝑘=0

                                (11) 

Substitution equation (10) for the first term and the equation 

(11) for the second term, equation (9) becomes: 
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  𝑒 𝑋𝑖𝑘𝛽𝑘
𝐾
𝑘=0  

𝑦𝑖
 1 −

𝑒
 𝑋𝑖𝑘 𝛽𝑘
𝐾
𝑘=0

1+𝑒
 𝑋𝑖𝑘 𝛽𝑘
𝐾
𝑘=0

 

𝑛𝑖
𝑁
𝑖=1   (12) 

 

Simplifying the equation (11) can be written as: 

 𝑒𝑦𝑖  𝑋𝑖𝑘𝛽𝑘
𝐾
𝑘=0  1 + 𝑒 𝑋𝑖𝑘𝛽𝑘

𝐾
𝑘=0  

−𝑛𝑖𝑁
𝑖=1        (13) 

 

This is the kernel of the likelihood function to maximize. 

However, it is still cumbersome to differentiate and can be 

simplified a great deal further by taking its log. Since the 

logarithm is a monotonic function, any maximum of the 

likelihood function will also be a maximum of the log 

likelihood function and vice versa. Thus, taking the natural 

log of equation (13) yields the log likelihood function:   

𝑙 𝛽 =  𝑦𝑖( 𝑋𝑖𝑘𝛽𝑘
𝐾
𝑘=0

𝑁
𝑖=1 ) −  𝑛𝑖  𝑙𝑛  1 + 𝑒 𝑋𝑖𝑘𝛽𝑘

𝐾
𝑘=0   (14) 

 To find the critical points of the log likelihood function, set 

the first derivative with respect to each 𝛽 equal to zero. In 

differentiating equation (14) note that  
𝜕

𝜕βk
 𝑋𝑖𝑘𝛽𝑘
𝐾
𝑘=0 = 𝑋𝑖𝑘                                             (15) 

Since the other terms in the summation do not depend on 𝛽𝑘  

and can thus be treated as constants.  And then 

differentiating equation (14) with respect to each 𝛽𝑘  we 

obtain: 
𝜕𝑙 (𝛽)

𝜕βk
 =  𝑦𝑖𝑋𝑖𝑘 − 𝑛𝑖 

1

1  +  𝑒
 𝑋𝑖𝑘 𝛽𝑘
𝐾
𝑘=0

𝑁
𝑖=1 .

𝜕

𝜕βk
( 1 +

𝑒 𝑋𝑖𝑘𝛽𝑘
𝐾
𝑘=0 ) 

                    = 

 𝑦𝑖𝑋𝑖𝑘 − 𝑛𝑖 
1

1  +  𝑒
 𝑋𝑖𝑘 𝛽𝑘
𝐾
𝑘=0

𝑁
𝑖=1   𝑒 𝑋𝑖𝑘𝛽𝑘

𝐾
𝑘=0 .

𝜕

𝜕βk
 𝑋𝑖𝑘𝛽𝑘
𝐾
𝑘=0  

                    = 

 𝑦𝑖𝑋𝑖𝑘 − 𝑛𝑖 
1

1  +  𝑒
 𝑋𝑖𝑘 𝛽𝑘
𝐾
𝑘=0

𝑁
𝑖=1   𝑒 𝑋𝑖𝑘𝛽𝑘

𝐾
𝑘=0     .𝑋𝑖𝑘  

=  𝑦𝑖𝑋𝑖𝑘 − 𝑛𝑖  
𝑁
𝑖=1 𝜋𝑖   𝑋𝑖𝑘             (16) 

The maximum likelihood estimates for 𝛽 can be found by 

setting each of the K + 1 equations in equation (16) equal to 

zero and solving for each 𝛽𝑘  Each such solution, if any 

exists, specifies a critical point either a maximum or a 

minimum. The critical point will be a maximum if the 

matrix of second partial derivatives is negative definite; that 

is, if every element on the diagonal of the matrix is less than 

zero. Another useful property of this matrix is that it forms 

the variance-covariance matrix of the parameter estimates. It 

is formed by differentiating each of the K + 1 equations in 

equation (15) a second time with respect to each element of 

𝛽, denoted by 𝛽𝑘 ′  . The general form of the matrix of second 

partial derivatives is 

𝜕2𝑙(𝛽)

𝜕𝛽𝑘𝜕𝛽𝑘 ′
=

𝜕

𝜕𝛽𝑘 ′
 𝑦𝑖𝑋𝑖𝑘 − 𝑛𝑖 

𝑁

𝑖=1

𝜋𝑖   𝑋𝑖𝑘  

 =
𝜕

𝜕𝛽𝑘 ′
 −𝑛𝑖 

𝑁

𝑖=1

𝜋𝑖   𝑋𝑖𝑘  

= − 𝑛𝑖 
𝑁
𝑖=1  𝑋𝑖𝑘

𝜕

𝜕𝛽𝑘′
(  

𝑒
 𝑋𝑖𝑘 𝛽𝑘
𝐾
𝑘=0

1  +  𝑒
 𝑋𝑖𝑘 𝛽𝑘
𝐾
𝑘=0

)       (17) 

Then we use two differentiation rules. 

 First, a rule for differentiating exponential functions: 
𝑑

𝑑𝑥
𝑒𝑢(𝑥) = 𝑒𝑢 𝑥 

𝑑

𝑑𝑥
𝑢(𝑥)                               (18) 

In our case, let  𝑥 =  𝑋𝑖𝑘𝛽𝑘
𝐾
𝑘=0  . Second, the quotient rule 

for differentiating the quotient of two functions: 

 
𝑓

𝑔
 
′
 𝑥 =

𝑓 ′  𝑥 𝑔 𝑥 −𝑔′  𝑥 𝑓 𝑥 

 𝑔(𝑥) 2
                        (19) 

𝑑

𝑑𝑥
(

𝑒𝑢 𝑥 

1 + 𝑒𝑢 𝑥 
)

=
 1 + 𝑒𝑢 𝑥  . 𝑒𝑢 𝑥 

𝑑

𝑑𝑥
𝑢 𝑥 − 𝑒𝑢 𝑥 𝑒𝑢 𝑥 

𝑑

𝑑𝑥
𝑢 𝑥 

 1 + 𝑒𝑢 𝑥  2
 

=
𝑒𝑢 𝑥 

𝑑

𝑑𝑥
𝑢 𝑥 

 1 + 𝑒𝑢 𝑥  2
 

=
𝑒𝑢 𝑥 

1 + 𝑒𝑢 𝑥 
 .

1

1 + 𝑒𝑢 𝑥 
𝑑

𝑑𝑥
𝑢 𝑥             (20) 

Thus the equation (16) can be written as: 

− 𝑛𝑖 
𝑁
𝑖=1  𝑋𝑖𝑘  𝜋 𝑋 (1 − 𝜋 𝑋 ) 𝑋𝑖𝑘 ′ . (21) 

 

2.3.4 Confidence Interval for the Odds Ratio 

The confidence interval for an Odds Ratio has the same 

general formula as the Confidence Interval for a population 

mean or population proportion. 

 

Point Estimate   Confidence Coefficient (CI)Standard 

Error. The difference is that the confidence interval for the 

Odds Ratio is calculated on the natural log (ln) scale and 

then converted back to the original scale. The sampling 

distribution of the Odds Ratio(OR) is positively skewed; 

however, it is approximately normally distributed on the 

natural log scale. The lower and upper limits on the log scale 

= ln (OR) ± 1.96* SE ln (OR) = (LL, UL). Use the 

exponential function to find the CI limits on the original 

scale: EXP (LL), EXP (UL). 

 

SE of ln (OR) = 









dcba

1111
then upper and 

lower limits on the ln scale will ln (OR)  1.96











dcba

1111
. Confidence interval of OR is 

obtained by using exponential function. Where a, b, c, d are 

respondents number in 2  2 table. 

 

The coefficient β is the natural log of the odds ratio (odds of 

outcome among exposed versus odds of disease among 

unexposed), which has an approximate normal distribution. 

A 95% confidence interval for β is: (b – 1.96 SE (b), b + 

1.96 SE (b). The population odds ratio, is: (exp [b – 1.96 SE 

(b)], exp [b + 1.96 SE (b)]). If this interval contains the 

value 1, then the relationship between outcome and 

covariate is not statistically significant at 5% level of 

significance. 

 

2.3.5 Hypothesis testing for odds ratio 

We tested the following hypotheses: 

H0: β1 = β2=…… βn= 0 versus the alternative hypothesis 

H1: βk ≠ 0 (at least one of the coefficient is different from 0) 

The test statistic z = (b – 0)/SE (b) = b/SE(b) has a standard 

normal distribution if the null hypothesis is true.  

 

2.4 Data analysis 

 

We used secondary data from the 2010 Rwanda 

Demographic and Health Survey (RDHS). We matched HIV 

infection status and data of individual women aged 15-49 

years old. The potential covariates were defined through 

conceptual framework and tested using bivariate analysis to 
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assess association between each covariate and outcome. 

Non-collinearity (Pearson correlation r<0.5) covariates 

associated with HIV infection (p-value<0.10) were retained 

for multivariate model building. Then we used multivariate 

logistic regression to determine potential behavioural factors 

that are considered to have an impact on the prevalence of 

the epidemic. We ordered the remaining covariates from 

most-to-least import based on a priori knowledge, and used 

manual backward stepwise logistic regression retaining 

covariates that were associated with HIV infection (p-

value<0.05). Stata V14.0 (College Station, Texas 77845 

USA) software was used to perform data management and to 

generate the statistical analysis.We presented final model as 

odds ratio (OR) with 95% confidence intervals(CI).  

 

3. Ethical statement  
 

This study was a secondary analysis of the 2010 Rwanda 

Demographic Health Survey and as such, no ethical 

approval was required. We registered and requested for 

access to data from DHS on-line archive and received an 

approval to access and download de-identified DHS data 

files. All guidelines, including treating data as confidential 

and not making effort to identify individual respondents, 

were respected. 

 

4. Results  
 

Of over 6900 women interviewed in 2010 DHS, 3.7% were 

HIV positive and 96.3% were HIV negative. The majority of 

women (73.39%) were 15-34 years oldand 26.61% were 35-

49 years old.The proportion of women interviewed (83%) 

had less than secondary education and 17% had secondary 

education or higher. Most of women (49.41%) were married 

and40.13% were single. Ofall women interviewed(96.86%) 

were Christians;22.3%have 2 or more timesaway from home 

in last 12 months;one in seven women (13.94%) had first 

sex at 6-13 years of ages, 0.35% had 2 or moresex partners 

(spouse excluded), 8.07% used condom during sexual 

intercourse and 2.23% of women had STIs in last 12 months 

(Table 1).  

 

In the bivariate analysis in Table 3, age was associated with 

HIV infection, women who had 35-49 years oldwere more 

likely to have HIV infection than those who were between 

15 and 24 years old (OR: 4.840, 95% CI: 3.441-6.804). 

Women who were divorced/separated and widowed had 

greater risk of HIV infection (OR: 7.396, 95%CI: 5.183 -

10.554). The bivariate analysis results also revealed that 

woman's times away from home in last 12 months was 

important predictor of HIV infection (OR: 1.154, 95%CI: 

0.857-1.554). Woman's age at first sex was significantly 

associated with greater risk of HIV infection. The risk of 

HIV infection for women who had first sex atage of 6-19 

years was seventeen times higher (OR:17.595, 95%CI: 

9.049-34.211)than that women who had never had 

sex.Woman's number of sex partners(spouse excluded) was 

also important predictor of HIV infection (OR: 3.445, 

95%CI: 2.417-4.909). STIs was associated with greater risk 

of HIV infection (OR: 8.975, 95%CI: 6.064-13.284). 

Finally, condom usewas associated with a decrease in the 

risk for HIV infection(OR:0.118, 95%CI: 0.084-0.165). 

In the final multivariate logistic regressionin Table 3, all 

predictors were significant in bivariate analyses except 

woman's times away from home in last 12 months. Women 

who were between 35 to 49 years old were associated with 

higher HIV infection than those less than 34 years old 

(OR:2.090, 95%CI:1.230-3.549).Those who had 

experienced at least one STI symptom had a higher 

prevalence of HIV infection compared to those who had not 

(OR:2.920, 95%CI:1.897- 4.493).We also found that women 

who were married (OR:5.024, 95%CI:1.622-15.558), 

women who were divorced/separated (OR:3.976, 

95%CI:1.788-8.839), women who were Muslim(OR:3.478, 

95%CI:1.622-15.558), women who had first sex at 6-19 

years (OR:2.920, 95%CI:1.897- 4.493), women who had 

first sex at 20-39years (OR:3.950, 95%CI:2.474-6.308) and 

women who had at least one sex partners (OR: 2.963, 

95%CI: 1.149-7.639)were at higher risk for HIV 

infection.HIV infection was lower among women who 

reported using condom compared to women who did not 

(OR:0.145, 95%CI:0.098-0.214) 

 

5. Discussion  
 

Our findings demonstrated that HIV prevalence was 3.7% 

among woman in Rwanda, which is greater than the 

prevalence of men (2.2%) and the general population in 

Rwanda (3.0%)[8]. In contrast to the first two decades of the 

HIV pandemic, today women comprise about half of all 

adults living with HIV/AIDS globally[15]. Heterosexual 

transmission accounts for more than 80% of all new HIV 

infections in women. The majority of HIV-infected women 

live in sub-Saharan Africa where there is a substantial 

associated, concomitant epidemic of vertical transmission of 

HIV. Women acquire HIV infection at least 5-7 years earlier 

than men. HIV infection is 3-7 fold higher in adolescent 

women compared to adolescent boys in sub-Saharan 

Africa[16]. 

 

Among the women who had two or more partners in the past 

12 months, almost two-thirds (63%) had overlapping 

(concurrent) sexual partnerships[8]. Concurrent sexual 

partnerships may increase the risk of HIV transmission 

because they allow the virus to pass quickly through 

multiple individuals.  

 

The study found that HIV infection is particularly high 

among widows and those who are divorced or separated and 

have observed in 210 Demographic and health survey, the 

16.6% of widows are HIV-positive[8]. 

 

STIs symptoms were associated with HIV infection. The 

relationship between STIs and HIV has been well 

established, most specifically with ulcerative STIs, which 

have been shown to be a frequent entry point of HIV 

virus[17]. HIV infection is also known to reduce the body’s 

immunity to fight against STIs[18][19]. 

 

The study revealed that the number of respondents reporting 

more than one partner in the past 12 months is very small 

(0.35%), therefore condom use by background 

characteristics is not noteworthy[8]. Numerous studies 

conducted over the past decade have demonstrated the 

steady increase in acceptability and use of male condoms by 
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young people [20][21], particularly in settings where 

consistent messages are promoted and support for continued 

use is provided through access to free condoms[22][23]. 

However, significantly, very high levels of consistent 

condom use are required to reduce HIV incidence rates. A 

review of HIV risk studies [24] estimate that only about 

20% of adolescents use male condoms consistently. While 

70% of youth report having ever used a condom, about 50% 

report use of a condom at last coital encounter [22][25][26]. 

Among women, partnership type strongly influences 

condom use, with condoms generally viewed as less 

acceptable or desirable within long-term partnerships based 

on issues of love and trust [27][28], but acceptable in casual 

relationships. Various obstacles to condom use include 

negative beliefs about and attitudes toward condoms, often 

grounded in traditional gender constructions[29][30]. Some 

studies have found that young people may also associate 

condom use with promiscuity and sexually transmitted 

infections including HIV/AIDS[31][32]. Further, peer 

pressure or stigma about condom use inhibits actual 

use[33][34].  

 

6. Conclusion  
 

Given that most HIV infections are contracted through 

heterosexual contact, information on sexual behavior is 

important when designing and monitoring intervention 

programs to control the spread of the epidemic. In the 

context of HIV and AIDS prevention, limiting the number of 

sexual partners and encouraging protected sex are crucial to 

combating the epidemic.  

 

Currently, a combination of strategies to ensure that key 

populations have access to a comprehensive package of HIV 

services as defined by the national program include: 

 Provision of facility-based services package including 

systematic initiation of treatment as prevention, regular 

screening and testing for STIs and HIV, condom 

provision, provision of family planning services; 

 Provision of community-based services such as HIV 

counselling and testing, STIs screening, condom 

distribution through outreach strategies; 

 Linkage of community and health facility level 

interventions to ensure continuum of care; 

 Organize support group of different categories of key 

population through peer education approach; 

 Organize mass campaigns targeting key population groups 

to increasing their awareness and service utilization. 
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Annexes:  
 

Table 1: Description of demographic and behavioral 

characteristics of women interviewed in Rwanda, 2010 DHS 

 

Number  

(n) 

Percentage  

(%) 

HIV Status   

hiv negative 6,692 96.3 

hiv positive 260 3.7 

Woman's age   

15-24 2,943 42.33 

25-34 2,159 31.06 

35-49 1,850 26.61 

Woman’s education   

Secondary +  1,182 17.00 

Less than secondary 5,770 83.00 

Woman’s marital status   

Never in union 2,790 40.13 

Married/union 3,435 49.41 

Divorced/separated/widowed 727 10.46 

Woman's religion   

Christian 6,734 96.86 

Muslim 90 1.29 

Other 128 1.84 

Woman's times away from home in 

last 12 months  

 

    0 3,698 53.19 

1 1,700 24.45 

2+ 1,554 22.35 

Woman's age at first sex   

Never had sex 2,138 30.77 

6-19 969 13.94 

20-39 540 7.77 

At first union 3,302 47.52 

Woman's number of sex partners   

0 6,561 94.38 

1 367 5.28 

2+ 24 0.35 

Woman’s condom use   

No 3,521 91.93 

Yes 309 8.07 

Woman had any STIS in last 12 

months  

 

No 6,784 97.77 

Yes 155 2.23 
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Table 2: Collinearity screening 

 
 

Variable description: w_age: Woman's age, w-edu: Woman’s education, w_mar: Woman’s marital status, w_religion: Woman's religion, 

w_timaway: Woman's times away from home in last 12 months, w_ageFirst~x: Woman's age at first sex, w_number_p~t: Woman's number 

of sex partners(spouse excluded), w_condom_use: Woman’s condom use, w_STIs: Woman had any STIS in last 12 months 

 

Table 3: Bivariate and multivariate analyses of predictors of HIV among women in Rwanda, 2010 DHS 

Predictors 
Bivariate analysis1 

Full multivariate logistic 

regression model2 
Reduced/Final Model3 

OR (95% CI) p-value OR (95% CI) p-value OR (95% CI) p-value 

Woman's age       

15-24 1.00  1.00  1.00  

25-34 2.676 (1.865-3.840) 0.000 1.183 (0.708-1.975) 0.521 1.180 (0.706- 1.973) 0.528 

35-49 4.840 (3.441-6.804) 0.000 2.043 (1.203- 3.465) 0.008 2.090 (1.230-3.549) 0.006 

Woman’s education       

Secondary + 1.00 
 

1.00 
 

1.00 
 

Less than secondary 0.759 (0.562-1.027) 0.074 0.629 (0.409-0.966) 0.034 0.655 (0.430-0.998) 0.049 

Woman’s marital status 
      

Never in union 1.00  1.00  1.00 
 

Married/union 2.062 (1.484-2.865) 0.000 5.172 (1.671-16.010) 0.004 5.024 (1.622-15.558) 0.005 

Divorced/separated/widowed 7.396 (5.183 -10.554) 0.000 4.256 (1.905-9.505) 0.000 3.976 (1.788-8.839) 0.001 

Woman's religion       

Christian 1.00  1.00  1.00  

Muslim 4.092 (2.199-7.615) 0.000 3.405 (1.585-7.315) 0.002 3.478 (1.622-15.558) 0.001 

Other 2.254 (1.167-4.353) 0.015 1.136 (0.438-2.944) 0.793 1.124 (1.788-8.839) 0.809 

Woman's times away from home 

in last 12 months 
      

0 1.00  1.00  - - 

1 0.937 (0.688-1.275) 0.678 0.627 (0.404-0.973) 0.037 - - 

2+ 1.154 (0.857-1.554) 0.347 0.938 (0.612-1.434) 0.764 - - 

Woman's age at first sex       

Never had sex 1.00  1.00  1.00  

6-19 17.595 (9.049-34.211) 0.000 2.993 (1.944-4.607) 0.000 2.920 (1.897- 4.493) 0.000 

20-39 22.194 (11.188-44.0245) 0.000 3.986 (2.492-6.376) 0.000 3.950 (2.474-6.308) 0.000 

At first union 8.791 (4.611-16.762) 0.000 1.00 - 1.00  

Woman's number of sex partners       

0 1.00  1.00  1.00  

1 3.445 (2.417-4.909) 0.000 2.940 (1.145-7.549) 0.025 2.963 (1.149-7.639) 0.025 

2+ 1.224 (0.165-9.106) 0.843 0.239 (0.023-2.493) 0.232 0.263 (0.026-2.708) 0.262 

Woman’s condom use       

No 1.00  1.00  1.00  

Yes 0.118(0.084-0.165) 0.000 0.142(0.096-0.210) 0.000 0.145(0.098-0.214) 0.000 

Woman had any STIS in last 12 

months 
      

No 1.00  1.00  1.00  

Yes 8.975 (6.064-13.284) 0.000 6.493 (3.928-10.732) 0.000 6.495 (3.930-10.735) 0.000 

 

 
1In bivariate analysis, all odds ratios were adjusted for hiv status  
2The full model included all variables with p-values<0.10 from bivariate analysis and Collinearity screening with Pearson correlation, |r|>0.5 
3The final model included all variables with p-values<0.05 from the full model, and Manual backward stepwise logistic regression with p-value< 0.05) for 
reduced model  

      w_STIs    -0.0146  -0.0178  -0.0045   0.0623   0.0402  -0.0307   0.0606   0.0771   1.0000

w_condom_use    -0.0663  -0.1139  -0.1350   0.0418   0.0611  -0.1584   0.2839   1.0000

w_number_p~t    -0.1751  -0.0617  -0.3150   0.0594   0.1002  -0.3853   1.0000

w_ageFirst~x     0.2179   0.1485   0.2534  -0.0583  -0.1103   1.0000

   w_timaway    -0.0906  -0.1763  -0.0755   0.0406   1.0000

  w_religion    -0.0060  -0.0484   0.0174   1.0000

       w_mar     0.2058   0.0693   1.0000

       w_edu     0.0089   1.0000

       w_age     1.0000

                                                                                               

                  w_age    w_edu    w_mar w_reli~n w_tima~y w_ageF~x w_numb~t w_cond~e   w_STIs
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