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Abstract: Based on the analysis of the transformation relationship between image pixel coordinate system, image physical coordinate 

system, camera coordinate system and world coordinate system, the imaging model of binocular camera is established. The model takes 

the distortion coefficient into account comprehensively and realizes the fast and accurate calibration of the binocular camera platform. 

 

Keywords: Camera imaging model; Distortion coefficient; Camera calibration 

 

1. Introduction 
 

Computer vision is widely used in industry, military, 

people's livelihood and other fields, and plays an 

indispensable role in human production and life. Binocular 

stereo vision is an important branch of computer vision. 

Binocular stereo vision system can be roughly divided into 

image acquisition, camera calibration, image calibration, 

stereo matching, depth calculation, in which the camera 

calibration is the basis of binocular stereo vision system, the 

precision and speed determines the precision and speed of 

the binocular stereo vision system, determines the ultimate 

goal of binocular stereo vision system, the accuracy of the 

depth calculation. Therefore, it is of great significance to 

study and realize camera calibration. 

 

Common stereo calibration methods can be divided into 

traditional calibration method, self-calibration method and 

zhang zhengyou calibration method.At present, the 

traditional calibration method needs high precision 

calibration object, but the calculation is very complicated 

under the camera mathematical model, and the calibration 

speed is slow. The self-calibration method does not need 

reference and has low precision and robustness. Moreover, 

Zhang Zhengyou's calibration method also overcomes the 

strict requirements of traditional calibration method on 

calibration objects, and optimizes the self-calibration 

method. It only needs to use checkerboard grid for 

calibration, which has the advantages of high calibration 

accuracy, simple operation and good robustness, and is 

widely used. In this paper, internal parameters and external 

parameters are obtained based on zhang zhengyou 

calibration method, which can realize the calibration of 

binocular camera quickly and accurately. 

 

2. Camera Calibration Principle 
 

2.1 Camera calibration model 

 
In computer vision technology, the next step of computer 

vision system can only be carried out by determining the 

relationship between the space geometry object and a 

specific point and corresponding point in the image.[1] 

Therefore, the establishment of geometric mathematical 

model is extremely necessary, and the parameters in the 

geometric model are camera parameters [2].In general, the 

acquisition of camera parameters is obtained by experiments 

and relevant mathematical calculation, and camera 

calibration is the process of obtaining camera parameters, 

which is also known as camera calibration. In the geometric 

mathematical model, to realize the transformation of the 

coordinate of an object in three-dimensional space into the 

coordinate of a two-dimensional image, four coordinate 

systems are needed, namely the world coordinate system, 

the image physical coordinate system, the pixel coordinate 

system and the camera coordinate system. The coordinate 

system commonly used in camera calibration is shown in 

figure 1[3]. 

 

Figure 1: Coordinate System commonly used in Camera 

Calibration 

In figure 1, the mathematical change relation between pixel 

coordinate system and image physical coordinate system is 

realized in the form of matrix, as shown in equation 1: 
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In equation (1), the horizontal and vertical coordinates of 

pixels in the pixel coordinate system are represented by and, 

and the number of pixels in the unit length of the horizontal 

and vertical coordinates in the image physical coordinate 

system is represented by.[4]The mathematical change 

relation between the world coordinate system and the 

camera coordinate system is shown in equation (2) : 
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In equation (2), is the translation vector, is the rotation 

matrix, and satisfies the following constraints: 
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The change between image coordinate system and camera 

coordinate system is shown in equation (4): 























































1000

000

000

000f

1
z

y

x

f

f

f
Y

X

Zc    （4） 

In equation (4), is the optical axis of the camera coordinate 

system, perpendicular to the axis and the axis. The camera 

coordinate system of a certain point is represented by and in 

the image physical coordinate system, and the focal length 

of the camera is represented by f.By changing equation (4) 

to the pixel coordinate system, the mathematical change 

relation between the point and the image point in the pixel 

coordinate system can be obtained. Therefore, the 

mathematical transformation relation between the image 

coordinate system and the world coordinate system can be 

obtained [11], as shown in equation (5) : 
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(5) 

In equation (5), is the internal parameter of the camera, 

including 5 parameters, respectively, Are the external 

parameters of the camera, respectively the rotation matrix 

and the translation vector, which contain a total of 6 

parameters.[5-6] 

 

2.2 Internal parameters, external parameters, distortion 

parameters 

 

The camera calibration process is the process of determining 

the camera internal and external parameters and distortion 

parameters. The external parameters are determined by the 

relative position between the world coordinate system and 

the camera coordinate system. In section 1.1, we obtain the 

mathematical transformation relation between the image 

coordinate system and the world coordinate system, as 

shown in equation (5), in which the 3*3 orthogonal rotation 

matrix becomes the rotation matrix. Is the translation vector 

of 3*1, and the rotation matrix and translation vector are 

collectively referred to as the external parameters of the 

binocular camera system. Fx, fy, u0 and v0 are the internal 

parameters of the camera. The internal parameters of the 

camera are only related to the characteristics of the camera 

itself, and have nothing to do with external factors.[7] 

 

Due to the defects in lens manufacturing process, the lens 

distortion exists more or less in the camera lens. There are 

many kinds of lens distortion, the common ones are radial 

distortion from lens shape and tangential distortion from 

camera assembly process.[8] 

Generally, the radial distortion of the camera can be 

expressed as: 
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Tangential distortion can be expressed as: 
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3. Experiment and Result Analysis 
 

In order to determine the internal and external parameter 

matrix of the camera and lay a solid foundation for depth 

calculation, we conducted calibration experiments on the 

binocular camera based on OpenCV.[9]The calibration 

experiment is based on the binocular camera as shown in 

figure 2-1. The experiment consists of two CMOS cameras 

that can move around. The camera can manually focus, with 

the highest pixel of 1.3 million and the maximum resolution 

of 2560*960.The operation of its calibration experiment is 

as follows: 

 

Figure 2-1 

 

1) Select calibration plate: the calibration plate used in this 

section is high-precision float glass, as shown in figure 

2-2. Its size is 340mm 260mm, the size of each square is 

25mm, and the pattern array is 129, with an accuracy of 

0.02mm. 
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Figure 2-2 

 

2) Image acquisition: during the system process, the camera 

maintains a static state to collect multiple sets of images 

in different directions and positions of the calibration 

plate, and meanwhile, the collected images are stored in 

calib data in the project directory in TXT format.[10] 

3) Corner points extraction: corner points of each image in 

the calibration board in OPENCV are obtained by the 

function find Chessboard Corners. 

4) Binocular calibration: obtain the external and internal 

parameters of the camera through the functions camera 

Matrix and dist Coeffs [16]. 

5) Output results: the obtained internal parameter matrix 

equation (8) and the translation vector and rotation 

matrix of the external parameters 
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4. Conclusion 
 

Based on OpenCV, this paper uses the principle of Zhang 

Zhengyou calibration method to study the calibration of 

camera., the camera calibration is to get the camera can be 

drawn from inside and outside, inside is mainly to obtain the 

focal length of the camera, and main is to obtain and 

rotation matrix and translation vector is used to describe the 

relative position between the two coordinate system, so the 

accuracy of camera calibration results affect the ranging 

accuracy of binocular stereo vision, for the follow-up of 3 d 

reconstruction work to lay a solid foundation. 
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