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Abstract: This research paper investigates the running of object detection algorithm on low-end devices to detect different kinds of 

objects in images. Deep convolutional neural networks (CNNs) which are used in SSD have recently proven extremely capable of 

performing object detection in single-frame images. Single shot multi-box object detectors have been recently shown to achieve state-of-

the-art performance on object detection tasks. The implementation can be done using Pytorch object detection library, and COCO 

(Common Objects and Context) or Pascal VOC (Visual Object Classes) dataset to detect the common objects around a person like cars, 

dogs, laptops, etc. The main advantage of using SSD is that, unlike other methods it can be used in laptops and other personal devices.  
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1. Introduction 
 

Computer vision is the theoretical and technological concern 

that arises when building an artificial system capable of 

obtaining information from images or multi-dimensional data 

[1]. Object detection is a process widely used in computer 

vision, and image processing, to detect semantic objects of a 

particular class (e.g. cat, fire hydrant, human) in digital 

images or video. State of the art computer vision systems 

have involved a range of object detection models that use 

convolutional neural networks in their working [2,3]. Google 

photos has deployed models like SSD Mobile Net which is 

known for its speed and isn’t memory intensive, here 

performance isn’t the most important factor, but memory 

efficiency is. In case of self-driving cars though, the 

requirement for an extremely accurate model is a priority, as 

these real time systems are performing tasks which can lead 

to a life and death situation in their surroundings.  

 

If we look closely at the body of modern cars, we can spot a 

lot of different sensors, which were not built in into older 

cars [4]. These sensors are essential for implementing an 

artificial intelligence. Just like the human being, before 

planning and reacting to the environment, we need some 

kind of perception. Humans gather information with our 

”human sensors” like the nose, ears, and eyes. The car has 

several different ways to perceive the surroundings, for 

example, laser or lidar sensors to scan point clouds of the 

surroundings. Another more human-like approach to 

incorporate the environment is a camera. Just like the eye, a 

camera is able to catch the light and transfer this information. 

Nevertheless, only gathering images about the outer world is 

not enough. Vision only begins with the eyes, but truly takes 

place in the brain [5]. Just like a person needs the brain to 

process the visual input, the system needs to derive crucial 

information out of the camera output.  

 

Computer Vision can be used not only to locate objects in 

pictures but also to classify them and determine their pose in 

the environment [6]. However, recent research has brought 

up a different approach. Deep learning has shown to surpass 

former state-of-the-art technology in object detection. A lot 

of different deep learning object detection architectures have 

been published. Each of them uses a convolutional feature 

extractor as its basis. In the last years, a lot of deep neural 

feature extractor hit the stage, too. This leads to a huge 

number of different combinations of feature extractors and 

object detectors [7,8]. 

This paper presents the running of object detection algorithm 

on low-end devices to detect different kinds of objects in 

images. Deep convolutional neural networks (CNNs) which 

are used in SSD have recently proven extremely capable of 

performing object detection in single-frame images. The 

implementation can be done using Pytorch object detection 

library, and COCO (Common Objects and Context) or 

Pascal VOC (Visual Object Classes) dataset. The evaluations 

carried out demonstrate that low-end devices have sufficient 

computing power to run certain object detection algorithms 

with a real-time video feed. 

 

2. Methodology 
 

The main advantage of using SSD is that, unlike other 

methods it can be used in laptops and other personal devices. 

The real-life objects and living beings captured using a 

normal webcam can be detected by interfacing python in 

Spyder IDE and Open CV library. It combines high 

detection accuracy with real-time speed. However, it is 

widely recognized that SSD is less accurate in detecting 

small objects compared to large objects, because it ignores 

the context from outside the proposal boxes. The SSD 

algorithm uses semantic segmentation to create the bounding 

boxes of varying colors based on the different classes present 

in an image as shown in Figure 1. The objects are identified 

by comparing with pre-trained objects present in the COCO 

or Pascal VOC dataset as shown in Figure 2. Along with the 

name of each object, their confidence score is also obtained 

which can be used to compare the accuracy of detection. 
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Figure 1: Semantic Segmentation on the different classes. 

 

 
Figure 2: COCO or Pascal VOC dataset on objects 

 

3. Results and Discussion 
 

 
Figure 3: Single Shot Multibox Detector Architecture 

 

Here, Figure 3 represents the SSD Architecture. The VGG-

16 is used as a base network because of its strong 

performance in high quality image classification tasks. A set 

of auxiliary convolutional layers from conv6 onwards are 

added thus enabling to extract features at multiple scales and 

progressively decrease the size of the input to each 

subsequent layer and each of the convolutional layers are 

used to classify objects. 

 

It deploys a technique to pick ROIs (Region Of Interests). 

ROIs is basically the object which we want to detect e.g. a 

face or a tree. End-to-end training is performed to predict a 

class and compute the boundary shift for a particular ROI. 

Like Faster RCNN, SSD works on the same concept of using 

anchor boxes to create ROIs. All this is done by using the 

feature maps of the last layer of shared convolution layer. In 

a layer of such feature maps, k anchor boxes which have 

varying aspect ratios are picked to be around each pixel. So 

if a feature map has a resolution of m x n then, that amounts 

to m x n x k ROIs for that layer. To deal with detecting 

objects of various sizes, SSD uses many such feature layers 

that have different dimensions to generate the ROIs. Earlier 

layers in a deep convolutional network capture only low-

level features; it utilizes features maps from after certain 

levels and layers. After going through some specific 

transformation, if an ROI matches with the Ground Truth for 

a class and has 0.5 or more Jaccard overlap value then it is 

labelled as positive. This is also called the multi box 

concepts as shown by Figure 4 and Figure 5. In Figure 4, it 

shows how the image is divided into different segments by 

points having boxes of different kinds surrounding it. On the 

other hand, Figure 5 shows the boxes which detected 

complete or part of object in the image i.e. the boat in this 

case. Different resolutions of feature maps and varying 

aspect ratios of each box make the task more challenging. To 

handle that, SSD performs scaling and works with different 

aspect ratios to be close to the ground truth dimensions. This 

facilitates the calculation of Jaccard overlap for default 

boxes for each pixel at a particular resolution. SSD uses a 

small kernel of dimensions 3*3*p (p channels) to predict the 

value of four offsets (cx, cy, h, w) for each candidate ROI 

from the Ground Truth box with a confidence score for every 

class. 

 

So, for each box out of k at a given pixel location, c class 

scores and four offset values relative to actual default box 

shape are computed. ROIs are generated by using multiple 

feature maps with varying dimensions. The ROIs are labeled 

as positive or negative based on the value of the Jaccard 

overlap after the ground box has scaled appropriately to deal 

with the differences in the resolutions of the input image and 

feature map. 
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Figure 4: Image is divided in different segment by points 

 

 
Figure 5: Detector to detect complete or part of object in the 

image 

 

4. Conclusion 
 

This paper introduces SSD, a fast single-shot object detector 

for multiple categories. A key feature of our model is the use 

of multi-scale convolutional bounding box outputs attached 

to multiple feature maps at the top of the network. This 

representation allows us to efficiently model the space of 

possible box shapes. SSD model provides a useful building 

block for systems that employ an object detecting 

component. The evaluations carried out demonstrate that 

low-end devices have sufficient computing power to run 

certain object detection algorithms with a real-time video 

feed. It can be used as a part of system using recurrent neural 

networks to detect and track objects in videos simultaneously 

by considering a video as a set of frames or images taken one 

at a time at a very fast pace. The overall performance of the 

proposed SSD method is relatively poor. The reason for this 

seems to be partially due to low resolution and partially due 

to the fact that the original method was designed to capture 

objects of various aspect ratios instead of objects of various 

scales. When increasing the resolution we see that 

performance increases for the more frequent occurring 

samples in our dataset (hard and faces of 50 < pixels). Here 

we see that inference/training on a resolution of 700x700 is 

the best resolution for the WIDER dataset. The future 

enhancement of this project can be used for facial 

recognition in order to take the attendance in the school to 

avoid mal-practices, to detect the movement of the eyes 

while driving in order to ensure that the driver is not sleeping 

to prevent the accidents by alerting the driver by vibrating or 

by using some sound alerts, it can be used to calculate the 

distance between two vehicles for parking the vehicle by 

speech alerts, and so on. 
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