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Abstract: Background: Since previous decades Internet as well as smart phones have become easily accessible to maximum people. This has made social networking an integral part of human life. People are sharing their comments and reviews on the forum or portal about their views and experiences. These reviews help others to judge the brand value of any product. Even in taking the final decisions about the brand selections for best hotels, colleges and products people are gradually depending on the previous online reviews. In such scenario, some companies may indulge themselves in generating the fake reviews with wrong intentions to create the positive or negative hype about the particular products. It may mislead the customers and decision makers. Objectives: Objective is to develop an algorithm to development of the optimal machine learning algorithm for hotel reviews. Efforts are made to remove maximum limitations and constraints of existing algorithms to develop a robust algorithm. Methodology: After finding the gaps appropriate mathematical models are proposed to be implemented to detect genuinety of the reviews based on behavior metrics, quantify the past trust analysis of the reviewer, group membership activities and quantify the sentimental analysis for the hotels. Findings: Due to filtration of the spam reviews and fake reviewers, systematic predication about the hotel facilities and ambience may be done that will encourage the customer to use the hotel booking website that will utilize such algorithms. Applications/Improvements: Although this work is specifically proposed for helping customers in selection of the best hotels by analyzing the previous online reviews, and help in concluding the right decision based on Location, Security, Price, Quality, Ambiance etc. Yet the something similar model may be designed after minor modifications for taking right decision in selecting the best colleges, best products etc.
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1. Introduction

In current ear, if maximum hotel bookings are online. In case of hotels more positive reviews earn more reservations and business. It can be tempting to request friends, family, and employees to leave positive reviews online for the hotels or even to pay for high marks online. However, aside from being unethical and misleading, fake reviews can have serious consequences. Supposed we want to travel abroad, Fake reviews can literally spoil our travelling experience in a new country.¹

1.1 Behaviour matrices

Eight mathematical characteristics for unusual behaviour² of data sets. With some modification, we may propose following quantified indicators for hotel reviewers.

a) Customer priority
b) Deviation rate
c) Bias rate
d) Review Similarity rate
e) Review Quality Relevance
f) Content Length
g) Illustration.
h) Burst rate

1.2 Past trust analysis

Once social relationship is properly identified using a graph³. Individual user can be assessed based on following parameters that are available in public domain also. These are Reviews generated by the user in past, Ratings provided, Photos uploaded, Videos uploaded, Answers, Edits, Places added, Roads added, Facts Checked, Q&A.

1.3 Analyze the group membership activities

Group Membership and Social Influence

The Social influence and association among various reviewers plays a major role. Structural social psychology theories illustrate how the group or the network structures may seriously affect the individual outcomes e.g. to exchange profits, self-identities, locations within the hierarchies. It may happen that some individuals may not be aware sometime to the source of influence. Nor able to hierarchies. It may happen that some individuals may not be aware sometime to the source of influence. Nor able to recognize and respond to relatively unknown factors, such as threat was posed by unidentified outsiders group but that is real in actual⁴,⁵,⁶,⁷,⁸.

In such cases, impact of factors due to association may provide an accurate understanding of the behaviours, experiences and consequences. In day to day life people may make false inferences for others based on observable characteristics without having much knowledge about task-relevant abilities of others.

1.4 Self Categorization theory

Self categorization theory was defined based on the concept of formations of psychological group. This theory specially emphasizes on categorization processes. With the help of cognitive underpinnings. It concludes that the process of
group categorization results in depersonalization. Group members are interchangeable [9,10]. According to this theory the people usually may establish confidence in their opinions by comparing the beliefs provided by similar psychological group members.

1.5 Status characteristics theory

For a particular person, A status characteristic can be defined as a property that may be assigned two or more states or levels with separate values, each state or level usually is associated with one or more similarly evaluated expectations. Higher status members are those members that are advantaged with respect to the group’s observable power and prestige order (OPPO) [12,14]. Those actors, with higher status have following properties

a) They are provided more opportunities to make suggestions in the group decisions.
b) Usually it is assumed that their suggestions are relatively better.
c) Maximum suggestions provided by them are positive suggestions
d) Their suggestion is more robust and have more influence over other members’ opinions.

The status characteristics theory is applied with a purpose

a) To solve a group task by considering other’s suggestions.
b) Consideration of both correct and incorrect solutions is necessary to solve the task.

The theory consists of five characteristics:

a) **Salience:** A member will be considered as salient If it perceived as relevant to the task, and status characteristic can easily differentiate the members.
b) **Burden of proof:** When status characteristic is salient and task has not been disassociated, expectations consistent with states of the characteristic are formed by the actor.
c) **Sequencing:** If actors ensure exit of enter on tasks to perform the expected tasks performance, status information and sequencing is preserved.
d) **Combining:** To form aggregated expectation sets, the effects of multiple similarly evaluated status characteristics may is combined combined.
e) **Basic expectation assumption:** If a person is dependent on expectations to infer competence, then the better competence results will come with greater person’s in the person’s higher position [16,18].

1.6 Proposed model for analyzing group membership activities in hotel reviews

Let U is set of possible users, R is the set of rating and P represent the set of products respectively in a graph G= (U,R,P). Supposed user u ∈ U assign a rating(u,p) ∈ R to the product p ∈ P. We assume that rating scores are approximated between -1 and +1. Users in terms of their fairness or trustworthiness may vary. Fair users without bias usually give good scores to good products and bad products are assigned low scores. On the other hand, fraudulent users with wrong intentions assign bogus high ratings to low quality products and low ratings to the good products. For a user u, Fairness score F (u) may be identified by analyzing the ratings by all members of the group and it lies in the [0, 1] interval ∀u ∈ U. Here 0 will denote the untrustworthy user, whereas 1 denotes fully trustworthy user [19].

![Figure 1: Group theory implementation](image)

Above theory may be easily implemented in hotel reviews, e.g. In above example U1 is fake user.

2. Quantify the Sentimental Analysis

2.1 Opinion Mining

Sentiment Analysis (SA) or Opinion mining, is the process to analyze people’s opinions, appraisals, sentiments, evaluations, attitudes, and emotions towards entities such as services, topics, individuals, issues, and their attribute. It is formulated as a two-class classification problem, positive and negative. Sentimental Analysis is the process of analyzing the positive or negative polarity of a given text at three levels i.e. **document, sentence or aspect level** [23].

2.2 Textual reviews

To analyze the textual reviews reputation models depend on numeric data available in different fields that is derived based on the consumers textual reviews to provide a detailed opinion about the product. With changing time customers are giving more importance to the reviews rather than the numeric ratings.

2.3 Sentiment analysis issues

Majorly two major issues are encountered while considering Sentimental Analysis. First, the opinion observed as negative in some situation might be considered as positive in other situation. Second, people may not always express opinions in the similar way [23,24,25].
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2.4 Detecting Fake Reviews Using Machine Learning

Several machine learning algorithms such as supervised, unsupervised, semi supervised and re-enforcement learning may be utilized for sentiment classification at document level for declaring a negative or positive sentiment. A confusion matrix is generated to classify the review as positive and negative. Following terms are used in quantification.

**True Positive**: True positive (TP) reviews are that reviews that are correctly classified by the classification model as positive.

**False Positive**: False Positive (FP) are reviews that are wrongly classified as Positive by the classification.

**True Negative**: The reviews that are correctly classified as Negative by the classification model are termed as True Negative (TN).

**False Negative**: The reviews that are incorrectly classified as Negative by the classification model are termed as False Negative (FN).

\[
\text{Fake Positive Review Rate} = \frac{FP}{FP+TN} \\
\text{Fake Negative Review Rate} = \frac{FN}{TP+FN} \\
\text{Real Positive Review Rate} = \frac{TP}{TP+FN} \\
\text{Real Negative Review Rate} = \frac{TN}{TN+FP} \\
\text{Accuracy} = \frac{TP+TN}{TP+TN+FN+FP} \\
\text{Precision} = \frac{TP}{TP+FP}
\]

3. Proposed Algorithm

Based on the overall work, discussions and hypothesis justifications following algorithm is derived.

4. Analysis and Results

A detailed survey was conducted on 602 Reviews of Hotel Grand Legacy given in grand legacy and following parameters are suggested as key indicators of behaviour metrics: and following findings were there.

![Figure 2: Review genuinity analysis algorithm](image)

<table>
<thead>
<tr>
<th>SN</th>
<th>Parameters</th>
<th>Genuine Reviews</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Percentage Reviews that passed Customer priority test</td>
<td>76%</td>
</tr>
<tr>
<td>2</td>
<td>Percentage Reviews that passed Review Similarity rate test</td>
<td>82%</td>
</tr>
<tr>
<td>3</td>
<td>Percentage Reviews that passed Review Quality Relevance test</td>
<td>83%</td>
</tr>
<tr>
<td>4</td>
<td>Percentage Reviews that passed Content-Length test</td>
<td>78%</td>
</tr>
<tr>
<td>5</td>
<td>Percentage Reviews that passed Illustration test</td>
<td>84%</td>
</tr>
<tr>
<td>6</td>
<td>Percentage Reviews that passed Burst Rate test</td>
<td>89%</td>
</tr>
</tbody>
</table>
4.1 Advertised Reviews and rating

<table>
<thead>
<tr>
<th>Guest Reviews</th>
<th>Question &amp; Answers</th>
<th>Hotel Policies</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 ★</td>
<td>333</td>
<td></td>
</tr>
<tr>
<td>4 ★</td>
<td>313</td>
<td></td>
</tr>
<tr>
<td>3 ★</td>
<td>195</td>
<td></td>
</tr>
<tr>
<td>2 ★</td>
<td>74</td>
<td></td>
</tr>
<tr>
<td>1 ★</td>
<td>66</td>
<td></td>
</tr>
</tbody>
</table>

What our guests say:
- Amazing service quality (136)
- Good room (83)
- Nice location (66)
- Good stay (55)
- Good food quality (54)
- Nice place (22)
- Complimentary breakfast (17)
- Railway station (10)
- Satisfactory facilities (6)
- Certain amenity (6)
- Not clean toilet (6)
- Food also (6)
- Main road (6)
- Near Saharanpur road (2)
- Near to booth (5)
- Show less

4.2 Suggested reviews and rating as per the algorithm

After dropping the less important reviews that failed to pass the various tests. Following is the conclusion.

<table>
<thead>
<tr>
<th>SN</th>
<th>Keywords for Machine Learning Classification</th>
<th>Agreed by Genuine Reviews</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Amazing service quality</td>
<td>106</td>
</tr>
<tr>
<td>2</td>
<td>Good room</td>
<td>71</td>
</tr>
<tr>
<td>3</td>
<td>Nice Location</td>
<td>48</td>
</tr>
<tr>
<td>4</td>
<td>Good Stay</td>
<td>39</td>
</tr>
<tr>
<td>5</td>
<td>Good Food Quality</td>
<td>42</td>
</tr>
<tr>
<td>6</td>
<td>Nice place</td>
<td>14</td>
</tr>
<tr>
<td>8</td>
<td>Complimentary breakfast</td>
<td>14</td>
</tr>
<tr>
<td>9</td>
<td>Railway station</td>
<td>8</td>
</tr>
<tr>
<td>10</td>
<td>Satisfactory facilities</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>Certain amenity</td>
<td>1</td>
</tr>
</tbody>
</table>

Therefore we may conclude that hotel do not have good service quality but breakfast is complimentary and it is near to railway station, location is average. And overall rating of the hotel is 3.4/5

4.3 Web interfaces of the proposed tool

![Web interface of the proposed tool](image)

---

**Table 2: Past Trust Analysis**

<table>
<thead>
<tr>
<th>SN</th>
<th>Test Parameters</th>
<th>Test passed by Reviews</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Reviews</td>
<td>92%</td>
</tr>
<tr>
<td>2</td>
<td>Ratings</td>
<td>93%</td>
</tr>
<tr>
<td>3</td>
<td>Photos</td>
<td>97%</td>
</tr>
<tr>
<td>4</td>
<td>Videos</td>
<td>96%</td>
</tr>
<tr>
<td>5</td>
<td>Answers</td>
<td>94%</td>
</tr>
<tr>
<td>6</td>
<td>Edits</td>
<td>93%</td>
</tr>
<tr>
<td>8</td>
<td>Places added</td>
<td>91%</td>
</tr>
<tr>
<td>9</td>
<td>Roads added</td>
<td>92%</td>
</tr>
<tr>
<td>10</td>
<td>Facts Checked</td>
<td>90%</td>
</tr>
<tr>
<td>11</td>
<td>Q&amp;A</td>
<td>89%</td>
</tr>
</tbody>
</table>

**Table 3: Sentimental Analysis and Genuine reviews**

<table>
<thead>
<tr>
<th>SN</th>
<th>Keywords for Machine Learning Classification</th>
<th>Agreed by Reviews</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Amazing service quality</td>
<td>92%</td>
</tr>
<tr>
<td>2</td>
<td>Good room</td>
<td>93%</td>
</tr>
<tr>
<td>3</td>
<td>Nice Location</td>
<td>97%</td>
</tr>
<tr>
<td>4</td>
<td>Good Stay</td>
<td>96%</td>
</tr>
<tr>
<td>5</td>
<td>Good Food Quality</td>
<td>94%</td>
</tr>
<tr>
<td>6</td>
<td>Nice place</td>
<td>93%</td>
</tr>
<tr>
<td>8</td>
<td>Complimentary breakfast</td>
<td>100%</td>
</tr>
<tr>
<td>9</td>
<td>Railway station</td>
<td>98%</td>
</tr>
<tr>
<td>10</td>
<td>Satisfactory facilities</td>
<td>73%</td>
</tr>
<tr>
<td>11</td>
<td>Certain amenity</td>
<td>79%</td>
</tr>
</tbody>
</table>

---

**Figure 2:** Genuine reviews passed behavior matrix tests

**Figure 3:** Past trust analysis
5. Conclusion and Future Work

Above methods of quantification of genuine reviews are based on mathematical models and can give better results as well as less important to the fake reviews also to the fake reviewers may further be ignored while calculate genuine conclusion about the parameters of the hotels. Our model can further be improved by mathematically improving the procedures to calculate Customer priority, Deviation rate, Bias rate, Review Similarity rate, Review Quality Relevance, Content Length, Illustration, Burst rate. Also web regulators may be requested to provide more information publically about the activities of the reviewers in addition to Reviews given, Ratings provided, Photos uploaded, Videos, Answers, Edits, Places added, Roads added, Facts Checked, Q&A. Sentimental analysis may also be further improved to ensure robust classification as per appropriate machine learning technique.
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