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Abstract: Breast Cancer is an uncontrolled growth in the breast. Breast cancer is a primary cause of death in women globally. The amount of death can be reduced by eliminating the accuracies in the diagnosis of the disease. The increase in accuracy of diagnosis can be increased through the predictive technology developed using the Gradient Boosting Machine. The prediction will improve the quality of the treatment process and the survivability rate of the patients. In this paper, we propose a system that will be used for predicting breast cancer via the use of classifiers and machine learning algorithm. The system is intended to be user-friendly and cost-effective to contribute to the fight against this deadly disease. The system will estimate the risk of prevalent breast cancer in the early stage of development. Ultimately, the results of the system will be compared with the pertinent medical results of each patient. The practical part has illustrated that GBM algorithm performed better than the other models. The GBM algorithm had better specificity, accuracy, and sensitivity.
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1. Introduction

Breast cancer is a killer disease, account for 25% of women deaths globally [1]. The early diagnosis and prognosis of breast cancer have become a vital element in cancer treatment and research. The primary challenge in the cancer treatment and management is the classification and prediction of breast cancer in patients into appropriate risk groups of breast cancer. The exercise of classifying the patient will allow treatment and follow-up. The process of risk assessment and prediction is essential in the optimization of the patient’s health and the application of medical resources while ensuring that cancer does not recur [1]. The classification of patients onto either high or low risk has contributed to biomedical and bioinformatics studying the use of machine learning methods. Machine learning describes a suite of techniques that cater different predictive analytics. The machine learning technique utilizes a variety of probabilistic, statistical and optimization approaches that allow computers to learn and detect a certain pattern in any complex datasets. The machine language techniques are well-suited for medical applications especially due to the increased complexity of the proteomic and genomic information in this field. Machine learning has become increasingly used in cancer diagnosis and detection [2]. Moreover, the different algorithms used in machine learning have been used for breast cancer prognosis and prediction. This development has led to the growth of predictive medicine with a personal touch. The use of the gradient boosting machine for predictive analysis of breast cancer will be vital for the patients and the physician simultaneously. The patients will be diagnosed early ensuring treatment while the physician will be in a position to administer best treatment decisions for their patients.

The fundamental objective of breast cancer prognosis and prediction are different from the expectation of the diagnosis and detection. The prognosis processes have the following purposes: 1. The prediction of the breast cancer susceptibility or risk assessment [3] 2. The prediction of breast cancer recurrence [4] and 3. The prediction of breast cancer survivability [5]. The first objective outlines the need of an individual trying to predict the likelihood of developing breast cancer before the actual occurrence of the disease. Secondly, there is the need to predict the likelihood of redeveloping breast cancer after the disease has occurred and resolved. The final objective is aimed at predicting the outcome of the disease, for instance, the life expectancy after the diagnosis of the disease. This paper will focus on the application of a Gradient Boosting Machine algorithm in the prediction of the likelihood of the recurrence of cancer. The paper will provide a background into the topic with a primary focus on the practical part. The practical part will apply the algorithm on the various data collected in the different database.

2. Material and Methods

The Gradient Boosting Machine is proposed to allow in the observation of massive sores and abnormal growth in the breasts. The process will assist the radiologist in carrying out mammography to be able to identify the possibility of breast cancer development. The Gradient Boosting Machine technique requires a colossal amount of data from a complex database. The following objectives will be vital for the practical implementation of the theory work; first, there is the need to apply the fundamental concepts of machine learning from the dataset collected from the databases. The practical part will also allow the evaluation and interpretation of the results and justification of the interpretation based on the dataset. The analysis was divided into four phases:

- Identifying the problem and the associative datasources
- Data analysis
- Preprocessing theData
- Construction of model to predict whether the breast tissue indicate a malignant or benign...
3. Procedure

The data analysis process will be implemented as illustrated below

```
Problem Identification and
Data collection

Data Analysis

Pre-Processing of the Data

Creation of Predictive Model
```

**Figure 1:** The procedure of data manipulation in the Gradient Boosting Machine

- **a) Identifying the problem**

Breast cancer is the most form of malignancy in women, forming a third of all cancer diagnosed in women globally. The disease is caused by abnormal cell growth in the breast tissue known as a tumor. The tumor will not necessarily mean cancer as it can either be benign which is not cancerous or pre-malignant which is pre-cancerous or a malignant tumor which is cancerous. Therefore, based on the above classification the expected results will use two forms of training

1 = Malignant (cancerous)- illustrating the presence of breast cancer

0 = Benign (not cancerous) which will demonstrate the absence of breast cancer.

The label of the data will be discrete the prediction will thus be in the two categories. In machine learning discrete data is typically a problem; therefore, the goal will be to predict the benign and malignant tumor then illustrate the possibility of re-occurrence and non-recurrence of the malignancies after a certain period. The achievement of the prediction will thus apply the Grade Boosting Machine for the classification and fitting of the functions for discrete data. The breast cancer datasets were collected from various repositories as illustrated in the code below;

```
#load libraries
import numpy as np

#Read the file "data.csv" and print the contents.
#cat data/data.csv
```

**Table 1:** The Libraries used in python for the Gradient Boosting Machine [6]

<table>
<thead>
<tr>
<th>Library</th>
<th>Meaning</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>NumPy</td>
<td>Numerical Python</td>
<td>Utilizes n-dimensionally array for basic algebraic functions, random numbers, Fourier transform and integration</td>
</tr>
<tr>
<td>SciPy</td>
<td>Scientific Python</td>
<td>Built on the NumPy used for high level scientific and engineering science such as discrete transform, linear algebra, optimization, discrete Fourier transform and sparse matrices</td>
</tr>
<tr>
<td>Matplotlib</td>
<td></td>
<td>Library for plotting a variety of graphs such as histograms, heat plots etc.</td>
</tr>
<tr>
<td>Pandas</td>
<td></td>
<td>Used for the analysis and manipulation of structured data.</td>
</tr>
<tr>
<td>Scikit learn</td>
<td></td>
<td>Create tools for machine learning such as statistical modelling, regression, classification and prediction</td>
</tr>
</tbody>
</table>

- **b) The Data Type**

The data obtained from the database will provide numerical therefore it will be vital in transforming the data to categorical and back to numerical to ensure continuation in the analysis of the data.

The encoding process will entail the transformation of categorical data to numerical data such from malignant and benign to 1 and 0 for easy classification and application of predictive classification using the gradient boosting machine. This type of encoding is known as binary encoding where the categorical data is transformed to 1 or 0.

- **c) Exploratory Data Analysis (EDA)**

The primary goal of exploration is a vital step that is used for feature engineering and data acquisition. The process data exploration is carried out before the modeling. The exploration of the data will allow the researcher to understand the data and its associative nature. The assumptions made with regards to the data will be accurate and precise. The results of EDA will provide the structure of the data, the presence of extreme value and distribution of certain values. The EDA will further allow the formulation of the interrelationships within the data sets. The following libraries will be used for data analysis
The code for loading these libraries will look like:

```python
from scipy.stats import norm
import seaborn as sns
# visualization
plt.rcParams['figure.figsize'] = (15, 8)
plt.rcParams['axes.titlesize'] = 'large'
```

The data collected will be uni-variate or bivariate thus different plots will be used to represent the data. The box and histogram plots will be used for the representation of the univariate data. A scatter plot will be used to represent the relationship between two variables, i.e., bivariate. The code to generate these plots is as illustrated below:

1. **Univariate dataset**

```python
#Plot histograms of CUT1 variables
hist_mean = data.mean().hist(bins=10, figsize=(15, 10), grid=False)

#Any individual histograms, use this:
def callback(x, y, hist, bins):
    return x

hist = data.hist(bins=10, grid=False, callback=callback)
```

2. **Bivariatedata**

Once the data was analyzed then the predictive model was created in Gradient Boosting Machine (GBM). The predictive model followed the following step to extract features:

![Figure 3: The Breast Image Classification model in GBM](image)

**Figure 3: The Breast Image Classification model in GBM** [10]

**4. Result**

For the approval of the methodology used in the predictive analysis of the dataset

![Figure 4: A mammogram benign images](image)

**Figure 4: A mammogram benign images** [9]
Results for the Univariate Dataset

Figure 5: A mammogram malignant images [9]

Figure 6: The histogram for the univariate variable

Figure 7: The Density plot for the univariate dataset
Results for the Bivariate Dataset

**Figure 8:** The Variants in each PC

**Figure 9:** The Scree Plot to indicate the component of the data

**Accuracy**

**Figure 10:** The Comparison of the different Machine Learning Algorithm
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5. Discussion

The scree plot illustrated that change in the slope occurred at component 2 which is called the elbow. The argument from the plot would be to advocate for the retention of the first three components. Additionally, figure 8 illustrate that the linear PCA the transformation of the subspace from 3D to 2D illustrating that the data was well separated [5]. The gradient boosting machine performed better in this analysis as the classifiers were different from the base classifiers thus the training error in the base classifier did not affect the result of the iterations. This section will analyze the results of the simulations [6]. The principal component was used for determining the classifiers in the GBM method. The components were used for the creation of the different number of boosting iterations. The practical advantage of the approach combined with the base classifier increasing as the subsequent base would produce a similar result with the prediction results. The performance of the Gradient Boosting Machine in the simulation would be closely related with the mechanism used in updating the score of the feature extracted from the images. The update in the algorithm is certainly reliant on the data used for training the classifiers [7]. The data in this experiment needed to be compressed to reduce overhead and increase the time for the iteration reducing the performance of the algorithm.

6. Conclusion

The prediction and prognosis of breast cancer have been identified as an important thing that can be utilized in the improvement of the treatment process. The predictive medicine will improve the quality of medical services offered and the survivability rate of the patients. This paper presents the Gradient Boosting Machine algorithm for efficient prediction and diagnosis of breast cancer in the early stages. The Gradient Boosting Machine has introduced new computational biology for the classification of risk assessment of breast cancer as high or low. The technique will also reduce the cost of the test and diagnosis in the late stages. The proposed system will be utilized to predict and diagnose breast cancer to ensure the appropriate treatment for the patients.
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Appendix

Spot Check Algorithm

```python
# Spot-Check algorithms
models = []
models.append(('GBM', GradientBoostingClassifier()))
models.append(('LDA', LinearDiscriminantAnalysis()))
models.append(('KNN', KNeighborsClassifier()))
models.append(('CART', DecisionTreeClassifier()))
models.append(('NB', GaussianNB()))
models.append(('SVM', SVC()))
# Test options and evaluation metric
num_folds = 10
num_instances = len(X_train)
seed = 7
scoring = 'accuracy'
# Test options and evaluation metric
num_folds = 10
num_instances = len(X_train)
seed = 7
scoring = 'accuracy'
results = []
names = []
for name, model in models:
    kfold = KFold(n_splits=num_instances, n=5, random_state=seed)
    cv_results = cross_val_score(model, X_train, y_train, cv=kfold, scoring=scoring)
    results.append(cv_results)
    names.append(name)
    mean = '{0:.3f} ({1:.3f})'.format(mean(results), std(results))
    print('{0}:

Matrix Correlation

```