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Abstract: In this paper, Berouti Spectral subtraction is used for reducing noise from noisy speech signals. It calculates the spectrum 

of the noisy speech using the combination of Fast Fourier Transform (FFT) and spectral flux and then the noise spectrum is subtracted 

from the noisy speech spectrum. The performance of this paper was measured by calculating the Signal to Noise Ratio (SNR). This 

paper proposes a new parameter for speech enhancement. The idea is to apply the spectral subtraction with spectral flux for estimating 

the noise more precisely. The new parameter is used for spectral subtraction in unvoiced speech frames and the existing power factor in 

spectral subtraction method is improved. 
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1. Introduction 
 

Among the various trends of speech recognition, the 

problematic issues of recognizing emotion recognition has 

become popular in research area. In many speech 

communication systems, the quality of speech is degraded 

due to the background noise. The enhancement process aims 

to improve the speeches overall quality; to increase the 

speech intelligibility in order to reduce the listener fatigue, 

ambiguity etc depending on specific application. The 

enhancement system may be designed only to achieve one of 

these aims or several. There are many enhancement methods 

based on wavelets domain. Among them, selecting the best 

threshold for reduction of noise in the wavelet domain is the 

challenging subject [7,10,11,12]. Donoho [7] proposed a 

novel approach for noise reduction using the wavelet 

thresholding. In references [2,3,4] have studied spectral 

subtraction is also popular and simple method for speech 

enhancement. The main problem of the basic spectral 

subtraction is that it makes musical noise after subtraction. 
Reduction of the musical noise is also one of research fields 

[3,4]. In Berouti Spectral Subtraction [4], the estimated noise 

spectrum is subtracted from noisy speech spectrum is made 

by introducing over-subtraction and spectral-floor factors. 

The spectral floor controls the amount of remaining residual 

noise and over-subtraction controls the amount of perceived 

musical noise. 

 

First of all, this paper is an extension of work originally 

presented in [14]. The speech emotion is recognized using 

created dataset and standard dataset are reviewed. This paper 

also described the significant enhanced feature with berouti 

spectral subtraction which is more informative for the 

recognition. It can recognize six types of emotion namely; 

angry, disgust, fear, happy, surprise and sad. The modelling 

techniques of this system is speaker independent and text 

independent. It can be seen that, the recognition rate is more 

accurate by using this significant feature. 

This paper modify the generalized spectral subtraction 

method proposed by M. Berouti, R. Schwartz, and J. 

Makhoul [4] for reducing the noise in speech signal. The 

new parameter is also introduced for enhancement of input 

signal.  

 

2. Power Spectral Subtraction 
 

The assumption of original spectral subtraction is subtracting 

the estimated noise signal from the original signal to get the 

clean speech signal. This assumption is modeled by 

following equation:  

)n(Gd)n(s)n(y   (1)  

 

Where s(n) is clean speech signal, d(n) is noise and G is the 

term for SNR control. We assume that the noise signal is 

uncorrelated:  

) (D =)(r 0d   (2)  

 

Where rd is autocorrelation function of noise signal and D0 is 

a constant [1]. Because  d(n) is uncorrelated process, we can 

show:  

Γy(ω)= Γs(ω)+ Γd(ω)  (3)  

 

Where Γis the power spectral density (PSD). So, if we can 

estimate Γd (ω) , we will be able to estimate the Γs(ω):  

s(ω)= y(ω)- d(ω) (4) 

 

Note that noise is estimated from silence frames. Because of 

PSD is related to Discrete-Time Fourier Transform (DTFT) 

[1] as:  

  (5) 

 

It can conclude from (4) & (5):  
222

)(D̂)(Y)(Ŝ    (6)  

 

or estimating the speech signal frame, the other factor s(ω) 

is estimated the phase spectrum of speech frame. The 
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practical applications shown by Boll [3] that the noisy phase 

spectrum is sufficient for the estimation of clean speech 

phase spectrum:  

 )(ˆ)(ˆ
ys                          (7) 

Therefore from equations (6) & (7), we can obtain the 

estimated speech frame:  

)(j2
1

22
ye.)(D̂)(Y)(Ŝ







    (8) 

 

And a generalization for (8) we have:  
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The value of power exponent “γ” can be optimized by tuning 

from 1 to 2.  

 

The main problem of this method is getting negative value 

after subtractions process. This problem is being during the 

estimation of the noise spectrum. Therefore this problem can 

be removed by two methods [1]. One is half-wave 

rectification:  
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 (10) 

and next one is full-wave rectification:  

      (11)  

 

The above two methods can arise a new noise namely 

“musical” noise. This is becoming the main problem of 

spectral subtraction methods. 

 

3. Generalized Spectral Subtraction 
 

This section also describes the idea of applying the spectral 

subtraction method with spectral features and details 

coefficients. The first step is to apply spectral flux to the 

noisy signal frame, so the approximations and details 

coefficients are acquired. Also spectral flux is applied to the 

noise estimated from noisy (music) frames to acquire the 

estimated approximations and details coefficients of noise. In 

the next step, the GSS algorithm proposed by M. Berouti, R. 

Schwartz, and J. Makhoul [4] has been improved and the 

improved algorithm is applied to both of approximations and 

details of noisy signal in parallel. The improved algorithm is 

described as: 




















else)(D̂

)(D̂)()(Ŷif)(D̂.)(Ŷ
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The modified Berouti Spectral Subtraction block diagram is 

shown in the following figure. 

 

Figure 1: Block diagram of Modified Berouti Spectral 

Subtraction 

Where


)(Ŝ is the spectrum of enhanced signal,  

 


)(Ŷ  is the spectrum of noisy signal and  

 


)(D̂   is the spectrum of estimated noise signal. The 

modified over-subtraction factor α is determined as:  
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   (13)  

M. Berouti, R. Schwartz, and J. Makhoul [4] recommended 

for α0 should be between 3 & 6. The experimental results of 

this paper have shown that α0 =4 is appropriate. The 

segmental SNR of the i
th

 noisy signal frame ( SNRi) is 

calculated as:  

 








e

bk

2

e

bk

2
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)k(D̂

)k(Y

log10SNR  (14) 

Where  b and e are the beginning and ending frequency bins 

of the  i th noisy signal frame. We proposed a new factor  

  which is determined as:  

 






else   1

music is frame the if   5.0
  (15)  

Seok [11] proposed that the algorithm for determining the 

voiced/unvoiced decision. The unvoiced regions where the 

speech is active (not silence frames) are considered as 

“unvoiced speech frames”. Therefore a voice activity 

detector (VAD) is needed for it. This paper proposes the 

following algorithm in order to determine that the noisy 

frame is unvoiced speech frame:  
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energy noise estimated

energy frame noisy
log10VADSNR 10

  (16) 

if (the input frame is unvoiced) and (VADSNR>1) 

= 0.5 (the input is unvoice speech frame) 

else 

=1 

end 

The spectral-floor factor has been determined as β=0.01 

through experiments. The power factor  γ is determined by 

optimization, so we varied it from 1 to 2 for corrupted 

speech by white Guassian noise with global signal-to-noise 

ratios (SNR‟s) of -10db to 10db (by 5db steps). The SNR‟s 

of enhanced speech is depicted in Fig.1. Therefore, the best 

value was chosen  γ=1.5 . 

 

At the end of this algorithm which is applied to both 

approximations and details signals in parallel, the spectrum 

of enhanced approximations and details signals is calculated 

as:  

    (17) 

where  (phase spectrum of enhanced approximations and 

details signals) is determined from equation (7). The final 

step is to apply inverse DWT to reconstruct the enhanced 

speech: 

 (18) 

 

4. Experimental Results 
 

The proposed speech enhancement algorithm has been tested 

on the spoken English sentence which has been chosen from 

SSAVEES database. The sampling frequency of all the 

sentences are 44.1 kHz and spoken by four male speaker. 

First, for optimization of power factor “γ”, we varied γ from 

1 to 2 for corrupted speech by white Gaussian noise with 

global SNR of -10db to 10db (by 5db steps). The output 

enhanced speech was checked by observing SNR 

improvement, then the best value γ =1.5 for power factor 

was chosen. Figures 2(a) and 2(b) show the temporal results 

of original and enhanced speech by the proposed method. 

 
Figure 2(a): Original Signal 

 
Figure 2(b): Enhanced Signal  

 

The proposed modified Berouti spectral subtraction has been 

implemented to enhance the noisy speech with several 

SNR‟s on four speakers. The following table shows the 

enhancement performances. 

 

Table 1: SNR comparison results for four person with 

different input SNR 
Noisy 

(SNR db) 

Enhanced (SNR db) 

1st person 2nd person 3rd person 4th person 

-10 4.4 3.4 3.2 3.7 

-5 6.1 5.9 5.4 6.8 

0 8.3 8.1 8.7 9.3 

5 11.5 11.8 10.5 12.1 

10 15 16.5 15.9 16.3 

15 20.3 19.3 19.5 19.8 

20 24.5 23.3 22.5 23.2 

 

According to the previous analysis, the analysis results of 

two feature sets (Original Berouti with MFCC combine 

Feature and Modified Berouti with MFCC combine Feature) 

are shown in the following table 2 and figure 3. 

 

Table 2: Comparison Results of Recognition Rate on Two 

Feature Dataset 

Type of 

Emotion 

Recognition Rate (%) 

(Original Berouti with 

MFCC combine Feature) 

Recognition Rate (%) 

(Modified Berouti with 

MFCC combine Feature) 

angry 75 87.5 

disgust 55 80 

fear 40 60 

happy 40 60 

sad 60 80 

disgust 50 75 

 

 
Figure 3: Classification accuracy rate on testing samples 
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The following table describes the comparison results of 

enhanced features based on created dataset with different 

classifiers. 

 

Table 3: Recognition Rate with different Classifiers on the 

Created Dataset 

Classification Method 
Overall Accuracy (%) 

KNN SRC Random Forest 

Recognition Rate (%) 

(Coventional Berouti with 

MFCC combine Feature) 

51.6 52 53.3 

Recognition Rate (%)  

(Modified Berouti with MFCC 

combine Feature) 

72 71.5 73.8 

 

The analysis results of recognition rate for the different 

classifiers plot on the following figure. It also presents the 

comparison results of conventional Berouti and Modified 

Berouti method. 

 

 
Figure 4:  Recognition Rate with different Classifier on the 

Created Dataset 

 

5. Conclusions 
 

In the current works, the modified Berouti spectral 

subtraction algorithm is applied to spectral flux 

approximations and details signals in parallel. The proposed 

method has shown that it can enhance the noisy speech and 

remove the musical noise. In order to improve enhancement 

of unvoiced speech frames, this system proposed a new 

factor that showed to work better relative to old algorithm. 

Experimental results have shown considerable improvement 

in the signal-to-noise ratios. 

 

This paper apply for the area of automatic emotion 

recognition from speech signals. In this system, the input 

signal is enhanced with the help of modified Berouti spectral 

subtraction and the best feature extraction are carried out 

with combination of MFCCs and spectral features. The 

analysis result is carried out with random forest classifier. 

The enhanced feature recognition rate is about 68.3% in 

previous works.  

 

According to the analysis results, it can be seen that the 

extracted features after modifying the enhancement process 

are more efficient for the proposed system. Currently the 

recognition rate is raised to 73.8%.  
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