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Abstract: This paper aims to develop a genetic algorithm to solve a travel salesman problem (TSP). The algorithm issued to find the shortest path between the 25 cities of source and destination. In the literature the routing problem is solved by using search graph technique to find the shortest path. The main objective is to minimize the traveling cost and time. There are many researchers tried to solve this problem previously by using different methods and using different algorithms to get the better and effective solution. In this paper, a genetic algorithm with an optimized implementation that makes our algorithm faster and efficient to solve the problem. The efficiency of the GA was evaluated in terms of accuracy. An efficient MATLAB implementation makes our code ready for the deployment in environment that has constraints on the system memory and speed. The results affirmed the potential of the proposed genetic algorithm. The obtained performance is better than genetic algorithm and Tabu search algorithm.
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1. Introduction

The VRP is based on a very simple optimization problem which is called the traveling salesman problem. In this problem there are a given number of cities (n). A Traveling Salesman has to visit all of these (n) cities, each only once and he should return to the city he was visiting the tour form. The goal is to optimize this problem, so to be able to ask the question: “which one is the shortest or cheapest, depending on the measure used path for the salesman?” Solving this problem with a small number of cities seems to be very easy. Increasing the number of the cities, the problem is more complex and complex. This work will not focus on solving the TSP, just as a basis of the VRP, the work will boundary discuss it. TSP has applications in robotics, circuit board drilling, welding, manufacturing, transportation, and many other areas. An open n-city TSP has (n-1)! Possible solutions. This number becomes impossible for even moderate values of n. For example, the number of possible solutions to a 50 – city TSP is 49! = 6.1 x 10^62. And 50 cities are not very many for a TSP. A circuit board could have tens of thousands of holes, and a drill need to be programmed to visit each of these holes while minimizing some cost function (time or energy, for example).

Zirour et al. [5] presented a genetic algorithm to solve the VRP with time windows and fuzzy Demand to minimize the aggregate distance for vehicles paths and the delay times at the customers due to any time violations. The GA is utilized to solve this problem which is formulated in two steps, in order to minimized the expenses in both steps due to initial solutions in the first step and the expenses of path failure in the second step. Their research showed that their solutions are close to best solutions.

Nazif et al. [6] present a genetic algorithm with an optimized crossover operator to solve the dynamic VRP with time window. Improved operator was applied by Aggarwal et al.

Bodin,Golden, Assad, and Ball (1983) propose the first solution approach for the OVRP. From the early 1980s to the late 1990s, the OVRP received very little attention in the operations research literature. However, recently OVRP has attracted more and more concern from practitioners and researchers. Since 2000, several researchers have used various heuristics and meta-heuristics to solve the OVRP with some success [21].

Brandão (2004) and Fu, Eglese, and O Li (2005) he carried out a Tabu Search Algorithm (TS) heuristic to solve the OVRP with constraints on vehicle capacity and maximum route length [10].

M.A. Mohamed, M.S. Ahmed, S.A. Mostafa. The VRP models are applied in a wide area of transportation and distribution such as a transport of individuals and items, conveyance service and garbage collection. The models have economic importance, particularly in developed countries. The economic factor in savings expenditures is a big motive for companies and researchers in an attempt to find the best way to resolve and improve transport efficiency [22].

S.A. Mostafa, M.S. Ahmed. The concept of VRP can be described as the issues of designing shortest paths routes from one location to a group of geographically distributed locations (customers, cities, universities, warehouses, schools, stores, etc.) [1-23].

G. Laporte, for example, a fleet of vehicles (for distribution of goods) starts from one location and visits a group of scattered cities or customers and return to the same location with less distance and costs on the conditions of [2]:

- Every city is visited by one vehicle only once within a single route.
- The capacity of each vehicle is enough for all cities included in the route.
- Routes begin and end at the same location.
The number of vehicles is supposed to be less than what can be proposed for routes as well as the number of routes is to be less than what can be provided to cover all cities.

2. Traveling Salesman Problem and Genetic Algorithm

Details of the solution by the problem to be solved in this TSP paper, where in the first place we give a brief general summary of TSP, and with the key words of our research. And with a general introduction of Solving Vehicle Routing Problem. And finally, we show the chosen method so that we can solve this TSP problem where we will use GA and is operators.

1) Traveling Salesman Problem (TSP) is an algorithm problem task with finding the shortest route between a set of points and locations that must be focused on optimization, TSP is often used in computer science to find the most efficient route for data to travel between various nodes. Applications include identifying network or hardware optimization methods. It was first described by Irish mathematician W.R Hamilton and British mathematician Thomas Kirkman in the 1800s through the creation of a game that was solvable by finding a Hamilton cycle, which is a non-overlapping path between all nodes. TSP has been studied for decades and several solutions have been theorized. The simplest solution is to try all possibilities, but this is also the most time consuming and expensive method. Many solutions use heuristics, which provides probability outcomes. However, the results are approximate and not always optimal. Rather than focus on finding the most effective route, TSP is often concerned with finding the cheapest solution. In TSPs, the large number of variables creates a challenge when finding the shortest route, which makes approximate, fast and cheap solutions all the more attractive.

In general, we will assume that an \( n \)-city TSP has cities denoted as city 1, city 2, ..., city \( n \). We assume that there is a given distance \( D(i, j) \) between cities \( i \) and \( j \) for all \( i \in [1, n] \) and \( j \in [1, n] \), and that \( D(i, j) = D(j, i) \). This is called the symmetric TSP because the distance (or cost) from city \( i \) to city \( j \) is the same as the distance from city \( j \) to city \( i \). We could imagine scenarios where \( D(i, j) \neq D(j, i) \) (for example, it might cost more to go uphill than downhill) – such problems are called asymmetric TSP, but we do not discuss them further in this paper. In the TSP, we try to minimize total distance. Suppose that \( n \) cities in an open TSP are listed in the order \( x_1 \to x_2 \to ... \to x_n \). Then the total distance is:

\[
D_T = \sum_{i=1}^{n-1} D(X_i, X_i + 1)
\]

Note that we use the term “distance” in a general sense. It might refer to physical distance, financial cost, or any other quantity that we want to minimize in a combinatorial problem.

2) Genetic algorithm (GA) is a method, based on the example of the natural selection in the “real natural world”. Ga uses several algorithms and methodologies to create better and better approximate solutions for a given problem, using the older solutions (parents) to create new ones (children). This will be led to an approximate solution of the given solution space. It can be said, that – in the nature – over time it will lead to populations with individuals having better and better abilities of adaptation, and better chances of survivorship. The GA in nature: Evolutionary biology describes the methodology of adaptation of the different life structures and generations to their environment. To understand the method, some concepts have to be declared. At the beginning an initial generation has to be defined. This can be done using a random initialization or can use some kind of seeding which allows the algorithm to work in a search space where solutions are more likely. From now until a valid solution is found or the maximal level of allowed generations is reached, the following steps are performed.

a) Chromosome

In a TSP context, the chromosome encodes a solution to the problem (i.e., a tour). The fitness of the chromosome is related to the tour length, which in turn depends on the ordering of the cities. Since the Traveling Salesman Problem is a minimization problem, the tour lengths must be transformed so that high fitness values are associated with short tours, and conversely. A well-known approach is to subtract each tour length to the maximum tour length found in the current population. Other approach is based on the rank of the tours in the population.

b) Selection

In selection of individuals for reproduction to constitute a new a population (often called a new generation) is usually based upon fitness values. The higher the fitness, the more likely it is that the individual will be selected for the new generation. Some paradigms that are considered evolutionary, however, such as particle swarm optimization, can retain all population members from epoch to epoch. In fact, Bentley (1999) states that “the preferential selection of some parents instead of others is not essential to evolution”. (If there is no selection operator, then all population members produce offspring with equal probability). Termination of the algorithm is usually based either on achieving a population member with some specified fitness or on having run the algorithm for a given number of generations.

c) Reproduction

During the reproduction phase the next generation is created using the two basic methods, crossover and mutation. For every new child a pair of parents is selected from which the child inherits its properties. In the crossover process genotype is taken from both parents and combined to create a new child. With a certain probability the child is further exposed to some mutation, which consists of modifying certain genes. This helps to further explore the solution space and ensure, or preserve, genetic diversity. The occurrence of mutation is generally associated with low probability. A proper balance between genetic quality and diversity is therefore required within the population in order to support efficient search.
d) Crossovers
In genetic algorithms, crossover is a genetic operator used to vary the programming of a chromosome or chromosomes from one generation to the next. It is an analogy to reproduction and biological crossover, upon which genetic algorithms are based. Both implemented crossovers do mutual exchange of genetic material between two parents. They take information from one individual and insert it in the other to create a new child. The probability which crossover method should be used can be configured.

e) Mutation
In genetic algorithms, mutation is a genetic operator used to maintain genetic diversity from one generation of a population of chromosome to the next. In the TSP mutation operator are aimed at randomly generating new permutations of the cities. As opposed to the classical mutation operator, which introduces small perturbations into the chromosome, the permutation operators for the TSP often greatly modifies the original tour.

<table>
<thead>
<tr>
<th>Algorithm 1: Genetic Algorithm pseudo code</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1: Choose initial population</td>
</tr>
<tr>
<td>Step 2: Evaluate the fitness of each individual in the population</td>
</tr>
<tr>
<td>Step 3: Repeat until termination: (time limit or sufficient fitness achieved)</td>
</tr>
<tr>
<td>a) Select best-ranking individuals to reproduce</td>
</tr>
<tr>
<td>b) Breed new generation through crossover and/ or mutation (genetic operations) and give birth to offspring</td>
</tr>
<tr>
<td>c) Evaluate the individual fitnesses of the offspring</td>
</tr>
<tr>
<td>d) Replace worst ranked part of population with offspring</td>
</tr>
<tr>
<td>e) Step 4: Get the best solution</td>
</tr>
</tbody>
</table>

3. Proposed Algorithm

In the third part of the work that is proposed algorithm to solve this problem of TSP to obtain a better result by our problem of SVRP. Where we created a new algorithm called GTS to obtain the best result. this new Genetic Tabu Search algorithm which is the result of the addition of Tabu Search Algorithm in Genetic Algorithm.

Tabu Search is an iterative procedure designed for the solution of optimization problems. Tabu Search has been used to solve a wide range of hard optimization problems. The Traveling Salesman Problem (TSP) and the capacitated are routing problem. Tabu Search is a meta-strategy for guiding known heuristics to overcome local optimality and has now become an established optimization approach that is rapidly spreading to many new fields. The method can be viewed as an iterative technique which explores a set of problem solutions, denoted by X, by repeatedly making moves from one solution S to another solution S’ located in the neighborhood N(s) of s. These moves are performed with the aim of efficiently reaching an optimal solution by minimizing some objective function f(S).

Tabu search is implemented beginning with a random mapping as the initial solution, generated from a uniform distribution. To manipulate the current solution and move through the solution space, a short hop is performed. The intuitive purpose of a short hop is to find the nearest local minimum solution within the solution space. The basic procedure to perform a short hop is to consider, for each possible pair of tasks, each possible pair of machine assignments, while the other assignments are unchanged. If the new makes pan is an improvement, the new solution is saved, replacing the current solution. The short hop procedure ends when (1) every part-wise remapping combination has been exhausted with no improvement, or (2) the limit on the total number of successful hops (limit hops) is reached. When the short hop procedure ends, the final mapping from the local solution space search is added to the to the tabu list.

Combined Heuristics
Genetic Algorithm can be combined with Tabu Search algorithm to create combinational heuristics. For example, The Genetic Tabu Search Algorithm (GTS) heuristic is a combination of the Genetic Algorithm and Tabu Search techniques. In general, GTA follows procedures similar to the GA outlined above. However, for the selection process, GTA uses the Tabu Search process.

These nature’s heuristics were only relatively introduced into the scheduling area and more work needs to be done. There are a lot of interesting questions. First, the meaning of controlling measurements in such heuristics needs to be refined. For example, each possible pair of tasks, each possible pair of machine assignments, while the other assignments are unchanged.

If the new makes pan is an improvement, the new solution is saved, replacing the current solution. Second, there is a trade of between the search cost and the degree of optimality of solutions found. For example, in a genetic algorithm, historical knowledge can be used to guide the chromosome selection, crossover, or mutation process so that the search process can converge quickly. But this adjustment seems to contradict the philosophy of an evolutionary algorithm: randomization and diversity generate better results, and may not bring a better solution.

Experiments have shown that a good initial solution for Tabu Search improves both the quality of the solution as also execution time. We require m initial solutions for distributing among m nodes; we choose to combine Tabu Search with Genetic Algorithm.

In Genetic Algorithm, an initial population consisting of a set of solution is chosen and then the solution is evaluated. Relatively more effective solutions are selected to have more offsprings’ which are, in some way, related to the original solutions. If the genetic operator is chosen properly, the final population will have better solutions. GA improves the whole population. TS aims at producing one best solution. For the TS, we require several good initial solutions to ensure the required number of good initial solution.

And we use Tabu search operator to create new child by mutation operator, after we create a new child then we need to check if this child is in Tabu List just we drop it and go back to create a new one to check again with is not in Tabu List then we can add this new child.
4. Implementation

We have used MATLAB programming language to implement our system. The main advantages of MATLAB include a clean object-oriented approach. The following figure describes the flowchart diagram of the system.

![Flowchart Diagram](image)

**Figure 1:** Flow Chart of solution of TSP combine Genetic Algorithm with Tabu Search

5. Experiments and Results

In this paper for experiment and result for our TSP we have been used the data set came from the paper result published on the internet with description “A hybrid GA-TS algorithm for Open Vehicle Routing Optimization of coal mines material”, with a data set the 25 Cities in China Zhengzhou with a population size 200, and 500 generation with 543 best path for the best final result.

In this party or section will contains the summary of all activities that haven been carried out during the experimental analysis process for the proposed algorithm. It will exclude the hardware requirement, software requirement to design the algorithm itself also, the section will contain the parameters, table of the data sets used by the proposed method and some output results including the graph that resulted by the new Genetic Tabu Search Algorithm.

The result we got with simple Genetic algorithm is shown below with same data file.

![Graph](image)

**Figure 2:** Best Solution for 25 cities with GA for TSP

In figure number two that is shown above the result obtained for the solution on this paper TSP problem. Which means finding the solution for the best solution with the least distance traveled. There in this figure we use genetic algorithm and its operators to obtain a better result of TSP in GA.

The result we got with simple Tabu Search algorithm is shown below with same data file.
In figure number three that is shown above the result obtained for the solution on this paper TSP problem. Which means finding the solution for the best path with the least distance traveled. There in this figure we use Tabu Search Algorithm to obtain a better result of TSP.

In the figure number four that shown our final result of our Traveling Salesman Problem. In this figure that results we get from a combination of two algorithms GA and TS algorithm, where we combine the two algorithms and obtain our new algorithm that is GTS. Where our new algorithm allows us to obtain the best result for our TSP problem, and we can see in figure number four named Genetic Tabu Search Algorithm.

In the lastly two graphs, it is the combination of the three more algorithms, where I have two different figures the first figure is the illustration of GTS and GA with two different colors where all the two are using the same distance and the same iteration more with different results where we can see that GTS show the better result than GA as shown in the figure number one. In the second graph represent TS.
algorithm result for TSP problem and we compare this result with GTS and GA according to our result GTS is better then GA and TS Algorithm.

<table>
<thead>
<tr>
<th>Table 1: Comparison of GA, GTS and TS performance for the TSP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Cities</td>
</tr>
<tr>
<td>------------------</td>
</tr>
<tr>
<td>25</td>
</tr>
<tr>
<td>25</td>
</tr>
<tr>
<td>25</td>
</tr>
</tbody>
</table>

In this general table shown above shows the comparison of the final results of our TSP obtained between the three algorithms represented in the graphs above. In figure number one of the first row of the table shows the results obtained by the genetic algorithm. In the second graph second line of the table shows us the results obtained by using TS algorithm and in the last figure and the last line of the table that shows us the best result of solving our problem that is our algorithm we created that is the addition of TS in GA algorithm where we called GTS algorithm.

6. Conclusion and Future Work

In the last part of my work that is the conclusion and future work in TSP. Then we did a general analysis and the comparison of the two algorithms that are GA and TS algorithm. Then our new algorithm we created that GA with addition of TS where we had the best final result that is better than GA and better than TS algorithm. And lastly where we tested all of them all in a single programming language called MATLAB and we can find the table above with all the information about our algorithm listed in table 1.

On this paper we have been presented a Genetic Tabu Search Algorithm for the Traveling Salesman Problem (TSP). The GTA algorithm is compared with the Tabu search algorithm (TS). The final result shows that the GTS give the better result than the existing problem GA, TS. The algorithm showed a very good result for the number of the nodes increased. The algorithm is tested in different work station. In future the GTS algorithm is experimented with the dynamic switching from Genetic Algorithm to Tabu Search and also the same algorithm will be implemented in network of heterogeneous work stations.
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