Evaluating the Performance of Machine Learning Algorithms for Diagnosing Diabetes in Individuals

Idemudia Christian Uwa¹, Nehikhare Efehi²

¹School of computer and communication technology, Lanzhou University of Technology, Lanzhou 730050, China
²School of life sciences, Lanzhou University of Technology, Lanzhou 730050, China

Abstract: Application of machine learning algorithms for the diagnosis of diabetes have become a trending research area, as effort to improve current techniques and methods used by healthcare institutions to determine the occurrence of diabetes in individuals is now given more attention than before. This study attempts to evaluate the performance of five (5) machine learning models on diabetic dataset using Python to predict the incidence of diabetes. Pima Indian diabetes dataset from UCI machine learning repository was used for the study. To ensure quality evaluation of the algorithms, a second dataset provided by Dr. John Schorling of the department of Medicine, University of Virginia was used for double evaluation. Result shows that Naive Bayes algorithm performs better when used for the prediction of diabetes.
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1. Introduction

Technological improvements in the field of science and health care has given rise to the application of computer aided systems and applications in handling medical and health issues. Medical practitioners which include doctors, laboratory specialists, nurses are faced with hundreds of situations where they have to make a decision about the health condition of their patients based on the patient’s symptoms and signs.

With the increasing need for efficient health care and the need for timely decisions, it is obvious that the traditional method of sieving knowledge from records can no longer be sustained as this result to delay and errors in medical decisions. The amount of time required for laboratory diagnostic results to be available must be optimized for better health care and for timely decision making. Data mining as a branch of computer science has evolved to assist medical personnel in performing their functions more effectively. With the availability of large amount of patient information in health organizations, decision making as regards patient’s condition can be more optimized and made faster through data mining knowledge discovery techniques. Many computational tools and algorithms have been recently developed to increase the experiences and the functions more effectively. With the availability of large amount of patient information in health organizations, decision making as regards patient’s condition can be more optimized and made faster through data mining knowledge discovery techniques. Many computational tools and algorithms have been recently developed to increase the experiences and the functions more effectively.

In this study, an evaluation of the performance of machine learning classifiers in predicting diabetes disease in individuals is analyzed using experimental and statistical procedures. Classification is a form of data analysis that extracts models describing important data classes. Such models called classifiers predict categorical (discrete, unordered) class labels [3]. Classification splits data into mutually exclusive groups called a class based on suitable attributes [4]. Some of the numerous applications of classification include fraud detection, target marketing, performance prediction, manufacturing and medical diagnosis. Machine learning models can show the result of a patient test with a pre-test probability (of the population), to predict or determine the chance of finding a particular disease. Therefore, the aim of this study is to evaluate the performance of machine learning classifiers in predicting and diagnosing diabetes using historical patient data. The completed study will provide a clear understanding of the data mining process for medical diagnosis, and also a confidence level on the application of machine learning models on diabetic patient data to determine their status.

2. Literature Survey

2.1 Data Mining and Disease Diagnosis (Prediction)

With the high level of success recorded in the application of data mining techniques in areas such as business, retail sales, banking and marketing, experts in both the medical and information technology sector have sort for the application of data mining in the health sector to help provide for better health care services. Experts believe that the health care environment is still ‘information rich’ but ‘knowledge poor’ [6], Health care organizations have hundreds of thousands of data within its various data repositories (which include both
the electronic and traditional methods of storing patient records) but there is still less analysis of such data to uncover hidden and interesting patterns in the data. This fate is most common in the third world (developing) nations. With the incidence of sudden deaths increasing daily, preventing sudden death and unnecessary loss of life begins with accurately identifying risk factors and early diagnosis which will aid medical officials to provide efficient prevention and management methods and techniques.

Medical diagnosis is regarded as an important yet complicated part of medical services that needs to be executed accurately and efficiently. The automation of this stage (medical diagnosis) would be extremely advantageous. Regrettably all doctors do not possess expertise in every sub specialty and moreover there is shortage of resource persons at certain places. Therefore, an automated medical diagnosis system would probably be exceedingly beneficial by bringing all of them together. Appropriate computer-based information and/or decision support system can aid in achieving clinical tests at a reduced cost [6]. For example, Aiswarya Iyer et al noted in their study that automatic diagnosis of diabetes is an important real-world medical problem. Detection of diabetes in its early stages is the key for treatment [7]. As earlier stated due to the massive application of electronic health system in health organizations, if automated medical diagnosis systems are designed using data mining techniques, it will help doctors and health laboratory staffs diagnose disease in record time.

2.2 Classification

Classification is one of the most frequently studied data mining techniques by data mining and machine learning researchers. Classification consist of predicting a certain outcome based on a given input [8]. Classification technique is basically a two (2) step process that normally consist of (a) construction of the classification model (simply referred to as the learning phase and (b) application of the constructed model (simply referred to as the classification phase where given a set of data the model is used to predict class labels.)

Classification technique assigns items in a group or collection to target categories or classes. The end result is to accurately predict the target class for each case in the data. For example, a classification model could be used to identify students based on grade as excellent, average, or poor.

A classification task begins with a data set in which the class assignments are known. For example, a classification model that predicts credit risk could be developed based on observed data for many loan applicants over a period of time. In addition to the historical credit rating, the data might track employment history, home ownership or rental, years of residence, number and type of investments, and so on. Credit rating would be the target, the other attributes would be the predictors, and the data for each customer would constitute a case [15]. The simplest type of classification problem is binary classification. In binary classification, the target attribute has only two possible values: for example, high credit rating or low credit rating. Multiclass targets have more than two values: for example, low, medium, high, or unknown credit rating. In the model build (training) process, a classification algorithm finds relationships between the values of the predictors and the values of the target. Different classification algorithms use different techniques for finding relationships. These relationships are summarized in a model, which can then be applied to a different data set in which the class assignments are unknown [15]. In finding out the effectiveness of our classification problem, the predicted values are compared to known target values in a test data set. The test data must be compatible with the data used to build the model and must be prepared in the same way that the build data was prepared. Typically, the build data and test data come from the same historical data set. A percentage of the records is used to build the model; the remaining records are used to test the model. Test metrics are used to assess how accurately the model predicts the known values. If the model performs well and meets the business requirements, it can then be applied to new data to predict the future [14].

The accuracy of a classifier on a given set is the percentage of test set tuples that are correctly classified by the classifier. Various algorithms exist for carrying out classification example include, Decision tree, K-means Neighbor(KNN), Support Vector Machine (SVM), Naive Bayes, etc.

3. Methodology

The experiment on data was carried out using Python programming language.

3.1 Description of Dataset

The Pima Indians dataset used for this study was obtained from the UCI machine learning repository. It is listed under the “Pima-Indians-diabetic” data name [12]. The dataset was originally owned by the National Institute of diabetes and Digestive and Kidney Diseases. The data set is made up of 768 number of instances with nine (8) attributes (features) for each instance of the dataset. The attributes in the dataset are listed as follows, and table 3.1 shows a sample of the dataset.

- Number of Times Pregnant (preg)
- Plasma Glucose Concentration (plas)
- Diastolic Blood Pressure (mm Hg) (bld pres)
- Triceps Skin fold thickness (mm) (skin fold)
- 2-hour serum insulin (insulin)
- Body mass index (Kg/m²) (bmi)
- Diabetes Pedigree Function (pedi)
- Age(years) (age)
- Class Variable (class)

<p>| Table 3.1: Samples of pima-indians dataset |
|-----------------|-----------------|-----------------|-----------------|</p>
<table>
<thead>
<tr>
<th>preg</th>
<th>plas</th>
<th>bld pres</th>
<th>skin fold</th>
<th>insulin</th>
<th>bmi</th>
<th>pedi</th>
<th>age</th>
<th>class</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>148</td>
<td>72</td>
<td>35</td>
<td>0</td>
<td>33.6</td>
<td>0.627</td>
<td>50</td>
<td>yes</td>
</tr>
<tr>
<td>1</td>
<td>85</td>
<td>66</td>
<td>29</td>
<td>0</td>
<td>26.6</td>
<td>0.351</td>
<td>31</td>
<td>no</td>
</tr>
<tr>
<td>8</td>
<td>183</td>
<td>64</td>
<td>0</td>
<td>0</td>
<td>23.3</td>
<td>0.672</td>
<td>32</td>
<td>yes</td>
</tr>
</tbody>
</table>

The second dataset used in this work are courtesy of Dr John Schorling, Department of Medicine, University of Virginia School of Medicine. The data consist of 15 variables on 403 instances from 1046 subjects who were interviewed in a study to understand the prevalence of obesity, diabetes, and other cardiovascular risk factors in
central Virginia for African Americans. The 403 subjects were the ones who were actually screened for diabetes. Glycosylated hemoglobin > 7.0 is usually taken as a positive diagnosis of diabetes [16].

3.2 Preprocessing Technique

Data quality is a top issue when dealing with prediction algorithms. We applied different preprocessing method for our two dataset in order to create variation in the data that we feed to the different algorithm that will be used.

3.2.1 Missing Values

Missing values in a dataset are generally regarded as noise and can impart the quality of classifiers. In order to get optimal result, we handled missing values in our data set by replacing missing values with mean value. After performing the above step we trained and tested our different classifier with the data and recorded the result.

3.2.2 Data Feature Relevance Selection

Feature selection is a vital technique that allows for the selection of only important data feature from an entire data set and then passed as input to the classification algorithm [15]. This ensures that only features in your data that contribute the most to the prediction variable or output in which you are in interested are considered. Feature selection helps in overcoming the problem of over fitting, improves accuracy level and reduces the training time required for our model. Since this study is on evaluating the performance of machine learning algorithms for predicting the incidence of diabetes, we decided to experiment with selecting features that serves best for the classification task. To perform feature relevance analysis, we applied the Univariate selection with chi squared (chi2) statistical test for non-negative features to select the top 5 features that meet our relevance analysis. From the pima-indian data set we obtained the following attributes as the top 5 features:

1. plas
2. bld pres
3. age
4. pedi
5. bmi

The 7 most relevant features from our second data set include: cholesterol (2) bldg (3) age (4) weight (5) gender (6) hip (7) diastolic

3.3 Target Variable

The class variable is nominal (categorical) and determines if a person had diabetes or not. The value 0 means diabetes is absent and the value 1 means it is present. The distribution of the class variable for the pima-Indian dataset is as follows:

- Patients determined to have diabetes (1’s). Of the 768 encounters 264 were diagnosed of diabetes.
- Patients determined not to have diabetes (0’s). 488 of the 768 encounters did not have diabetes. We want to predict when an individual would be diagnosed of diabetes based on the given attributes.

Figure 3.3 below shows the distribution of the target (class) variable for pima-Indian dataset while figure 3.4 represent the distribution for the target class for Dr Scholing dataset.

3.4 Classification Models

To evaluate the prediction of diabetes using machine learning technique we decided to use five (5) different classifiers which are:

(a) Logistic Regression
(b) Naïve Bayes
(c) Support Vector Machine
(d) XGBoost and
(e) K-Nearest Neighbor algorithms.

The performance and results are presented in section 5 below.

4. Results and Discussion

As proposed, Python programming language was used. Pima Indian diabetes and Dr. John Schorling data sets were used in evaluating the effectiveness of five (5) datamining algorithm for predicting the onset of diabetes. The process of feature selection and data cleaning presented a unique case for testing the performance of the various classifiers. We had to split our dataset into training and test data for the classification task using the 70/30 split ratio for training and test data respectively.

4.1 Performance Analysis

After designing and implementing our classification model, it is important to analyze (measure) how effective our model has performed. The performance of the various machine learning algorithm are shown in table 5.1 and 5.2 below.
Table 5.1: Performance table for Pima-Indian dataset

<table>
<thead>
<tr>
<th>Model</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>0.66</td>
<td>0.81</td>
<td>0.72</td>
</tr>
<tr>
<td>XGBoost</td>
<td>0.71</td>
<td>0.79</td>
<td>0.73</td>
</tr>
<tr>
<td>KNN</td>
<td>0.58</td>
<td>0.74</td>
<td>0.71</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>0.76</td>
<td>0.83</td>
<td>0.78</td>
</tr>
<tr>
<td>SVM</td>
<td>0.77</td>
<td>0.81</td>
<td>0.79</td>
</tr>
</tbody>
</table>

Table 5.2: Performance table for Dr. Schorling dataset

<table>
<thead>
<tr>
<th>Model</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>XGBoost</td>
<td>0.72</td>
<td>0.71</td>
<td>0.71</td>
</tr>
<tr>
<td>KNN</td>
<td>0.64</td>
<td>0.69</td>
<td>0.68</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>0.79</td>
<td>0.79</td>
<td>0.76</td>
</tr>
<tr>
<td>SVM</td>
<td>0.62</td>
<td>0.65</td>
<td>0.64</td>
</tr>
</tbody>
</table>

From the above tables, we can observe the performance of each algorithm when used for predicting the incidence of diabetes. For the pima-indian dataset, Naïve Bayes model performed the best with an accuracy of 0.79% followed by logistic regression with 0.75% recall value. On the other hand, SVM had the least performance of 0.65%. When we used our second dataset (dr. Schorling dataset) result show that Naive Bayes algorithm remained the top performing model with an accuracy of 0.83% followed by logistic regression and svm models performing at an equal rate of 0.81% accuracy while KNN was the least having a value of 0.74% accuracy.

From our result, we can clearly note that Naive Bayes model showed consistency across two different dataset and as such is highly recommended for use in health institutions which seek to deploy the use of machine learning for diabetes prediction. Another model with good consistency is logistic regression.

5. Conclusion/ Future Scope

The application of data mining technique to medical diagnosis is important in the world of medicine. The sudden deaths, heart attack, strokes, blindness, etc. associated with diabetes can be avoided through early diagnosis and treatment. This paper shows the data mining process involved in medical diagnosis and how different models perform when used for predicting the incidence of diabetes. Naive Bayesian classifier from our experimental result is the most effective model among the five evaluated models.

We noticed also how model performance varied for the different dataset and wondered what could be the cause. Future study can focus on gathering new dataset that will present new insight and knowledge to enhance the prediction of diabetes using data mining technique. Also fine tuning techniques can be used to improve the performance of the models while means of handling imbalance class data can also be explored.
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