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Abstract: Facility layout problem, which involves planning, designing and optimization of physical arrangement of resources, has significant impact on manufacturing systems. A good placement of facilities contributes to the overall efficiency of operations and reduces total operating expenses. Because of its importance, the facility layout problem has attracted attention of many researchers. Due to the combinatorial nature of this problem, during the last decades, several metaheuristics have been applied to obtain efficient solutions. These approaches have also provided a new perspective on this area. Nowadays many researches are going on using hybrid algorithms and artificial intelligence techniques to optimize layout problems in which multiobjective functions are taken into considerations. Genetic Algorithms (GA) and Particle swarm optimization (PSO) techniques are very adaptively used to solve multiobjective complex problems. The two approaches find a solution to a given objective function employing different procedures and computational techniques; as a result their performance can be evaluated and compared. This paper attempts to examine the claim that PSO has the same effectiveness as the GA but with significantly better computational efficiency (less function evaluations) by implementing statistical analysis and formal hypothesis testing. This paper proposes a new technique that depends basically on forcing PSO to start from initial solutions that guarantee feasible domain obtained using GA. Thus, PSO will be able to define the global optimal solution avoiding the long processing time associated with GA. The major objective of this paper is to compare the computational effectiveness and efficiency of the GA and PSO using a formal hypothesis testing approach.
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1. Introduction

The decision of where the facilities will be located and the efficient design of those facilities are important and fundamental strategic issues facing any manufacturing industry. The Genetic Algorithm (GA) was introduced in the mid 1970s by John Holland and his colleagues and students at the University of Michigan. [1] The GA is inspired by the principles of genetics and evolution, and mimics the reproduction behavior observed in biological populations. The GA employs the principal of “survival of the fittest” in its search process to select and generate individuals (design solutions) that are adapted to their environment (design objectives/constraints). Therefore, over a number of generations (iterations), desirable traits (design characteristics) will evolve and remain in the genome composition of the population (set of design solutions Generated each iteration) over traits with weaker undesirable characteristics.

The GA is applied to solve complex design optimization problems because it can handle both discrete and continuous variables and nonlinear objective and constrain functions without requiring gradient information [6].

Particle Swarm Optimization (PSO) was invented by Kennedy and Eberhart in the mid 1990s while attempting to simulate the choreographed, graceful motion of swarms of birds as part of a socio cognitive study investigating the notion of “collective intelligence” in biological populations [2]. In PSO, a set of randomly generated solutions (initial swarm) propagates in the design space towards the optimal solution over a number of iterations (moves) based on large amount of information about the design space that is assimilated and shared by all members of the swarm. PSO is inspired by the ability of flocks of birds, schools of fish, and herds of animals to adapt to their environment, find rich sources of food, and avoid predators by implementing an “information sharing” approaches, hence, developing an evolutionary.

2. Literature Survey

Due to the size and availability, the publications were reviewed in the Scopus database. The database search was focused on the problem of facility layout optimization mentioned in keywords, titles and abstracts. The analysis covered the years 1975–2017. 341 studies were found registered in the Scopus database for the analyzed period. The importance of the topic is constantly growing. This statement is supported by the growing number of studies available in Scopus database from one year to another. The number of publications in particular years of the analyzed period is shown in Fig. 1.
J. H. Holland [1] presented the various basics of the genetic algorithm and gave a formal setting to the difficult optimization problems characterized by the conjunction of (1) substantial complexity and initial uncertainty, (2) the necessity of acquiring new information rapidly to reduce the uncertainty, and (3) a requirement that the new information be exploited as acquired so that average performance increases at a rate consistent with the rate of acquisition of information.

J. Eberhart et al [2] introduced the concept for the optimization of nonlinear functions using particle swarm methodology. The evolution of several paradigms is outlined, and an implementation of one of the paradigms is discussed. Benchmark testing of the paradigm is described, and applications, including nonlinear function optimization and neural network training, are proposed. The relationships between particle swarm optimization and both artificial life and genetic algorithms are described.

Engelbrecht [3] provided a comprehensive introduction to the new computational paradigm of Swarm Intelligence (SI), a field that emerged from biological research and introduces the various mathematical models of social insects collective behavior, and shows how they can be used in solving optimization problems.

Nadia Nedjah, et al [4] presented some of the most innovative and intriguing applications and additions to the methodology and theory of multi-objective swarm Intelligence –the imitation of social swarm’s behaviors for the solution of optimization problems with respect to many criteria.

A Kumar et al [5] demonstrated a comparative study which shows that the HPSO yields improved performance in terms of faster, matured, and accurate localization as compared to global best (gbest) PSO. The performance results on experimental sensor network data demonstrate the effectiveness of the proposed algorithms by comparing the performance in terms of the number of nodes localized, localization accuracy and computation time.

S. Singh et al [6] proposed the application of different migration variants of Biogeography-Based Optimization (BBO) algorithms and Particle Swarm Optimization (PSO) for distributed optimal localization of randomly deployed sensors. An investigation on distributed iterative localization is demonstrated. A comparison of the performance of PSO and different migration variants of BBO in terms of number of nodes localized, localization accuracy and computation time is presented.

O. Maimon et al [7] presented a genetic algorithm approach to the component switching problem. The simplicity and robustness made GA attractive especially when it is combined with modern computing power. This approach can deal with ‘look-ahead’ consideration of component switches, thus transcending the disadvantage of decoupling the PCB sequencing sub-problem from the component loading sub-problem.

3. Genetic Algorithm

In a genetic algorithm (GA), a population of strings (called chromosomes or the genotype of the genome), which encode candidate solutions (called phenotypes) to an optimization problem, evolves toward better solutions. Solutions are represented in binary as strings of 0s and 1s, but other encodings are also possible. The evolution usually starts from a population of randomly generated individuals and happens in generations. In each generation, the fitness of every individual in the population is evaluated, multiple individuals are stochastically selected from the current population (based on their fitness), and modified (recombined and possibly randomly mutated) to form a new population. The new population is then used in the next iteration of the algorithm. The algorithm terminates when either a maximum number of generations has been produced, or a satisfactory fitness level has been reached for the population. If the algorithm has terminated due to a maximum number of generations has been produced, or a satisfactory fitness level has been reached for the population. If the algorithm has terminated due to a maximum number of generations, a satisfactory solution may or may not have been reached. A typical genetic algorithm requires:

- A genetic representation of the solution domain
- A fitness function to evaluate the solution domain.

The main property that makes these genetic representations convenient is that their parts are easily aligned due to their fixed size, which facilitates simple crossover operations. Variable length representations may also be used, but crossover implementation is more complex in this case.

3.1 Objective Function of Genetic Algorithm

The principles of GA can be represented in different stages as shown in the Figure 1. The different stages of generational GA are population initialization, selection of individuals for the generation of the new population, and genetic crossover and mutation operations. The algorithm stops as soon as the termination criterion is satisfied such as for example a
maximum number of generations, a detection of convergence of the problem. The fitness function is defined over the genetic representation and measures the quality of the represented solution. The fitness function is always problem dependent. For instance, in the knapsack problem, one wants to maximize the total value of objects that can be put in a knapsack of some fixed capacity.

The fitness of the solution is the sum of values of all objects in the knapsack if the representation is valid. In some problems, it is hard or even impossible to define the fitness expression; in these cases, interactive genetic algorithms are used.

Once we have the genetic representation and the fitness function defined, GA proceeds to initialize a population of solutions randomly, and then improve it through repetitive application of mutation, crossover, and inversion and selection operators. The genetic algorithm uses the chromosomes fitness value to create a new population consisting of the fittest members. The flow chart of the GA is explained in Fig. 1.

### 3.1.1 Steps in Genetic Algorithm

The various steps involved in this algorithm are:

- Define an initial population randomly or heuristically.
- Calculate the fitness value for every member inside the population.
- Assign the selection probability for every member in such a way that it is proportional to its fitness value.
- Formulate the next generation from the current generation by selecting the desired individuals to produce off springs.
- Repeat the steps until suitable solution is found.

GA defines a collection of particles known as population and each individual particle is called as chromosome. These chromosomes are then evaluated using the cost function also known as the fitness function. The cost function is usually the objective function of the given problem.

### 3.1.2 Advantages of Genetic Algorithm

The various processes associated with GA are:

- **Selection** – this process is generally used to choose the chromosome which will go on to reproduce based on the fitness criterion.
- **Reproduction** – this step is used for the formation of next generation from the current one.
- **Crossover** – this process is used to exchange genetic material between the chromosomes. Single or multipoint crossover can be used.
- **Mutation** – this process leads to the change in chromosomes for a single individual. Mutation prevents the algorithm from getting stuck at a particular point.
- **Stopping criteria** – this is the final step in GA. The iteration stops when it reaches a desired solution or it achieves the maximum number of cycles.

**Implementation Algorithm:** The genetic algorithm uses the chromosomes fitness value to create a new population consisting of the fittest members. The flow chart of the GA is depicted in Fig. 1.
Following are the advantages offered by implementation of Genetic Algorithm.

1) Genetic algorithms search parallel from a population of points. Therefore, it has the ability to avoid being trapped in local optimal.
2) Genetic algorithms use probabilistic selection rules, not deterministic ones.
3) Genetic algorithms work on the Chromosome, which is encoded version of potential solutions’ parameters, rather the parameters themselves.
4) Genetic algorithms use fitness score, which is obtained from objective functions, without other derivative or auxiliary information

3.1.3 Limitations of Genetic Algorithm

Following are the limitations of Genetic Algorithm.

1) Take long time to reach to convergence
2) No guarantee of finding global maxima. But then again, apart from brute force, there is rarely any guarantee
3) Totally depends upon trial and error technique, nothing can be controlled during optimization process
4) Complex Technique
5) Incomprehensible solutions

3.1.4 Applications:

Genetic algorithms find its application in manufacturing, and production industries, bioinformatics, computational science, engineering, economics, and other fields.

4. Particle Swarm Optimization (P.S.O)

Particle swarm optimization (PSO) is a computational method that optimizes a problem by iteratively trying to improve a candidate solution with regard to a given measure of quality such methods are commonly known as metaheuristics as they make few or no assumptions about the problem being optimized and can search very large spaces of candidate solutions. However, metaheuristics such as PSO do not guarantee an optimal solution is ever found. PSO does not use the gradient of the problem being optimized, which means PSO does not require for the optimization problem to be differentiable as is required by classic optimization methods such as gradient descent and quasi-Newton methods. PSO can therefore also be used on optimization problems that are partially irregular, noisy, change over time, etc. PSO optimizes a problem by having a population of candidate solutions, here dubbed particles, and moving these particles around in the search-space according to simple mathematical formulae. The movements of the particles are guided by the best found positions in the search-space which are updated as better positions are found by the particles. PSO algorithm works by having a population (called a swarm) of candidate solutions (called particles). These particles are moved around in the search-space according to a few simple formulae. The movements of the particles are guided by their own best known position in the search-space as well as the entire swarm’s best known position. When improved positions are being discovered these will then it will guide the movements of the swarm. The process is repeated and satisfactory solution will be discovered.

4.1 PSO Variants

Various variants of a basic PSO algorithm are possible. New and some more sophisticated PSO variants are continually being introduced in an attempt to improve optimization performance. There is a trend in that research; one can make a hybrid optimization method using PSO combined with other optimization techniques [3, 5].

- Discrete PSO
- Constriction Coefficient
- Bare-bones PSO
- Fully informed PSO

4.2 Applications

The first practical application of PSO was in the field of neural network training and was reported together with the algorithm itself (Kennedy and Eberhart 1995). Many more areas of application have been explored ever since, including telecommunications, control, data mining, design, combinatorial optimization, power systems, signal processing, and many others. PSO algorithms have been developed to solve:

- Constrained optimization problems
- Min-max problems
- Multi objective optimization problems
- Dynamic tracking.

4.3 Implementation Algorithm

The PSO algorithm is simple in concept, easy to implement and computational efficient. Original PSO was implemented in a synchronous manner but improved convergence rate is achieved by asynchronous PSO. PSO algorithm is depicted in Figure 2.

![Figure 2: Flowchart of P.S.O](image)

The various steps used in the PSO algorithm are given below:
1) Initialize the particles with some arbitrary velocities and positions in the search space.
2) Start calculating the corresponding value of fitness function of the swarm particles
3) Equate the fitness value evaluation with the current the value of particle’s pbest. If current value is better than pbest, set it as new pbest value and set the pbest location to the current location in n-dimensional space;
4) Next equate the fitness value with the previous overall best. If current value is better than gbest, then reset gbest to the current particle’s array index and value;
5) Finally assign these values to the corresponding position and velocity of the swarm particle
6) After finding the two best values, the particle updates its velocity and positions with following equation (i) and (ii).

\[
v[ ] = v[ ] + c1 * \text{rand}( ) * (pbest[ ] - present[ ]) + c2 * \text{rand}( ) * (gbest[ ] – present[ ]) \quad \text{(i)}
\]

\[
present[ ] = present[ ] + v[ ] \quad \text{(ii)}
\]

\[v[ ]\] is the particle velocity, \[present[ ]\] is the current particle (solution). \[pbest [ ]\] and \[gbest [ ]\] are defined as stated before. \(\text{rand}( )\) is a random number between \((0, 1)\). \(c1, c2\) are learning factors. Usually \(c1 = c2 = 2\).

The generalized procedure is as follow:-

- For each particle
  - Initialize particle
  - END
  - Do
  - For each particle
  - Calculate fitness value.
  - If the fitness value is better than the best fitness value (pbest) in history.
  - Set current value as the new pbest
  - End.
  - Choose the particle with the best fitness value of all the particles as the gbest for each particle
  - Calculate particle velocity according equation (a)
  - Update particle position according equation (b)
  - End while maximum iterations or a minimum error criterion is not attained.

4.4 Advantages of PSO

- Greater diversity and exploration over a single population.
- Momentum effects on particle movement can allow faster convergence
- PSO is a parallel optimization strategy, offer more variety & diversity in trajectories

Both algorithms start with a group of a randomly generated population; both have fitness values to evaluate the population. Both update the population and search for the optimum with random techniques. Both systems do not guarantee success. However, PSO does not have genetic operators like crossover and mutation. Particles update themselves with the internal velocity. They also have memory, which is important to the algorithm Compared with genetic algorithms (GAs), the information sharing mechanism in PSO is significantly different. In GAs, chromosomes share information with each other. So the whole population moves like a one group towards an optimal area. In PSO, only gbest (or lbest) gives out the information to others. It is a one -way information sharing mechanism. The evolution only looks for the best solution. Compared with GA, all the particles tend to converge to the best solution quickly even in the local version in most cases.

4.5 Limitations of PSO

- PSO is a continuous technique that is very poorly suited to combinatorial problems.
- PSO is a one-way information sharing mechanism
- PSO does not support GA operator, adversely affect the comprehensiveness of algorithm
- No guarantee for optimal solution
- Tool may collapse under stresses condition
- Algorithm sometime may trap in local minima or local maxima.

4.6 Applications

The first practical application of PSO was in the field of neural network training and was reported together with the algorithm itself (Kennedy and Eberhart 1995). Many more areas of application have been explored ever since, including telecommunications, control, data mining, design, combinatorial optimization, power systems, signal processing, and many others. PSO algorithms have been developed to solve:

- Constrained optimization problems
- Min-max problems
- Multi objective optimization problems
- Design of non linear plant layouts

5. Comparison of Particle Swarm Optimization & Genetic Algorithm

Particle Swarm Optimization (PSO) is a relatively recent heuristic search method that is based on the idea of collaborative behavior and swarming in biological populations. PSO is similar to the Genetic Algorithm (GA) in the sense that they are both population-based search approaches and that they both depend on information sharing among their population members to enhance their search processes using a combination of deterministic and probabilistic rules. Conversely, the GA is a well established algorithm with many versions and applications although both GA and PSO form an important part of evolutionary optimization algorithms, they do suffer from some disadvantages which limits their usage to only a few problems. The objective of this research paper is to test the hypothesis that states that although PSO and the GA on average yield the same effectiveness (solution quality), PSO is more computationally efficient than the GA PSO is a population based optimization tool, both have fitness values to evaluate the population, both update the population and search for the optimum with random techniques, both systems do not guarantee success. However, unlike GA, PSO
has no evolution operators such as crossover and mutation. In PSO, particles update themselves with internal velocity. They also have memory, which is important to the algorithm. Also, the potential solutions, called particles, are “flown” through the problem space by following the current optimum particles. Compared to GA, the information sharing mechanism in PSO is significantly different. In GAs chromosomes share information with each other. So the whole population moves like a group toward an optimal area. In PSO, only Gbest gives out the information to others. It is a one-way information sharing mechanism. The evolution only looks for the best solution. Compared with GA, all the particles tend to converge to the best solution quickly even in the local version in most cases.

6. Conclusion

Particle Swarm Optimization (PSO) is a relatively recent heuristic search method that is based on the idea of collaborative behavior and swarming in biological populations. PSO is similar to the Genetic Algorithm (GA) in the sense that they are both population-based search approaches and that they both depend on information sharing among their population members to enhance their search processes using a combination of deterministic and probabilistic rules. Conversely, the GA is a well established algorithm with many versions and applications although both GA and PSO form an important part of evolutionary optimization algorithms, they do suffer from some disadvantages which limits their usage to only a few problems. The objective of this research paper is to test the hypothesis that states that although PSO and the GA on average yield the same effectiveness (solution quality), PSO is more computationally efficient than the GA PSO is a population based optimization tool, both have fitness values to evaluate the population, both update the population and search for the optimum with random techniques, both systems do not guarantee success. However, unlike GA, PSO has no evolution operators such as crossover and mutation. In PSO, particles update themselves with internal velocity. They also have memory, which is important to the algorithm. Also, the potential solutions, called particles, are “flown” through the problem space by following the current optimum particles. Compared to GA, the information sharing mechanism in PSO is significantly different. In GAs chromosomes share information with each other. So the whole population moves like a group toward an optimal area.

7. Scope of Future Work

GA is very helpful when the developer does not have precise domain expertise, because GAs possesses the ability to explore and learn from their domain. PSO can be applied to multi-objective problems, in which the fitness comparison takes into account when moving the PSO particles and non-dominated solutions are stored so as to approximation. In order to overcome these problems a combination of both GA and PSO can be used to improve the overall performance. Blending these two algorithms together means to create a compound algorithm that has practical value and combines the advantages of PSO and GA. So, a hybrid algorithm of GA and PSO can be used for future research work.
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