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Abstract: Using Deep learning techniques, find a new approach that analyses a video and then present it in understandable language using NLP techniques. For most people, watching a brief video and describing what happened is an easy task. For machines, extracting the meaning from video pixels and generating natural-sounding language is a very complex problem. Solutions have been proposed for narrow domains with a small set of known actions and objects. We plan to extract features for each frame, mean pool the features across the entire video and input this at every time step to the LSTM network. The LSTM outputs one word at each time step, based on the video features until it picks the end-of-sentence tag and extends them to generate sentences describing events in videos. They then use a sequence model, specifically a Recurrent Neural Network (RNN), to “decode” the vector into a sentence. In this work, we plan to show that interpreting a visual vector into a set of English words will work same for videos as well as static images. We did this in all the experiments, and it did help quite a lot in terms of generalization. Another set of weights that could be sensibly initialized are We, the word embeddings. We tried initializing them from a large news corpus, but no significant gains were observed, and we decided to just leave them uninitialized for simplicity. Lastly, we did some model level overfitting-avoiding techniques. We tried dropout and ensembling models, as well as exploring the size (i.e., capacity) of the model by trading off number of hidden units versus depth. We also propose collision detection system so that along with getting what is happening around the person, it also gets a collision warning if the distance between the object and the person become smaller than a certain threshold.

1. Introduction

Need of the Study Because this problem is a million-dollar problem at present and is being researched in many of the premier institutions of the world. Solving the visual symbol grounding problem has long been a goal of artificial intelligence. The field appears to be advancing closer to this goal with recent breakthroughs in deep learning for natural language grounding in static images. In this journal, we propose to translate videos directly to sentences using a unified deep neural network with both convolutional and recurrent structure. Described video datasets are scarce, and most existing methods have been applied to toy domains with a small vocabulary of possible words. For most people, watching a brief video and describing what happened (in words) is an easy task. For machines, extracting the meaning from video pixels and generating natural sounding language is a very complex problem. Solutions have been proposed for narrow domains with a small set of known actions and objects. Shooting, posting, and serving video are relatively easy. Even editing video is easier than it used to be. But captioning has never been easy and has not gotten any easier with the advent of multimedia. Objective: Automatically generating captions to an image shows the understanding of the image by computers, which is a fundamental task of intelligence. For a caption model it not only need to find which objects are contained in the image and also need to be able to expressing their relationships in a natural language such as English. Recently work also achieve the presence of attention, which can store and report the information and relationship between some most salient features and clusters in the image. In our project, we do image-to-sentence generation. This application bridges vision and natural language. If we can do well in this task, we can utilize natural language processing technologies understand the world in images. In addition, we introduced attention mechanism, which is able to recognize what a word refers to in the image, and thus summarize the relationship between objects in the image. This will be a powerful tool to utilize the massive unformatted image data, which dominate the whole data in the world.

2. Scope of work

A quick glance at an image is sufficient for a human to point out and describe an immense amount of details about the visual scene. However, this remarkable ability has proven to be an elusive task for our visual recognition models. The majority of previous work in visual recognition has focused on labelling images with a fixed set of visual categories and great progress has been achieved in these endeavours. However, while closed vocabularies of visual concepts constitute a convenient modelling assumption, they are vastly restrictive when compared to the enormous amount of rich descriptions that a human can compose. Some pioneering approaches that address the challenge of generating image descriptions have been developed. However, these models often rely on hard-coded visual concepts and sentence templates, which imposes limits on their variety. Moreover, the focus of these works has been on reducing complex visual scenes into a single sentence, which we consider to be an unnecessary restriction.

3. Training Details

We have taken Flickr8k dataset of captioned images for the training of our video description. Each image in the dataset has four captions to it. The task of telling what is happening
in an image is harder than object classification and data driven approaches have only recently become dominant thanks to datasets as large as ImageNet. Not to overfit the data for the description of each image we have used VGG16 pretrained for extracting the features of images. The text of the captions is pre-processed by removing all the stop-words and punctuations.

The idea behind the project is to make an Image caption generating model with a great accuracy. To make an Image caption generating model we would need train a Neural Network implementing state of the art concept for image processing as well as handling continuous data. While training the model we would first require to extract the features of the training images with the help of CNN (Convolutional Neural Network), once the features are extracted, the word embedding along with the features will be passed through RNN (Recurrent Neural Networks) layers. After training the model its time to generate the caption given an image. For getting the best caption out of various captions Beam search would be used and the captions getting best BLEU (Bilingual Evaluation Understudy) score would be the final caption output. The caption we get as output, given an image is then delivered to the user through headphone like device in the form of voice message. Once model is trained frames from the live video are extracted skipping a few for each interval of time.

For collision detection we have used Tensorflow object detection API, we predicted the bounding box of each object present in the image. Once we get the bounding we calculate the distance between the user and the object detected by relative increase/decrease in size.

Image Captioning Results

Collision Detection Results

4. Conclusion

We have presented an end-to-end neural network system that can automatically view an image and generate a reasonable description in plain English. NIC is based on a convolution neural network that encodes an image into a compact representation, followed by a recurrent neural network that generates a corresponding sentence. The model is trained to maximize the likelihood of the sentence given the image. Experiments on several datasets show the robustness of NIC in terms of qualitative results (the generated sentences are very reasonable) and quantitative evaluations, using either ranking metrics or BLEU, a metric used in machine translation to evaluate the quality of generated sentences. It is clear from these experiments that, as the size of the available datasets for image description increases, so will the performance of approaches like NIC. Furthermore, it will be interesting to see how one can use unsupervised data, both from images alone and text alone, to improve image description approaches.

Right now we have used greedy method for generating descriptions to improve result, we propose to use beam search for generating the sentences by following more accurate methodology of predicting the next word in a given sentence.
We have also presented a collision detection system based on object detection in images and calculating their distances with the concept on relative size in the image.

5. Limitations

- The dataset chosen for the training purposes has huge effect on the description of the test images. For example the dataset we used, Flickr8k had a lot of dog pictures in it so our final model was biased towards dogs.
- The camera used should meet minimum quality requirements else if the images generated are grainy the product would give unexpected and worst results.
- The collision warning widely depends upon the resolution and capturing angle of the camera.
- The correctness of objects detected is dependent upon the neural architecture we choose. For research purposes we have used various pretrained models available at Tensorflow model Zoo. Out of all neural nets ResNet gave the most accurate results but MobileNet happened to be the fastest, giving fair amount of true positives.

6. Future Scope

We believe the system we have proposed is going to make difference in the lives of visually impaired people by making them connect more to their surrounding by giving them descriptions of what is happening around them. This will help bridging the gap between the normal and the visually impaired people. They would no longer be guessing about the collisions but our system would tell them, if there’s any obstacles on their way.
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