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Abstract: Global digital content created will increase some 30 times over the next ten years – to 35 zettabytes. Big data is a popular, but 

poorly defined marketing buzzword. One way of looking at big data is that it represents the large and rapidly growing volume of infor-

mation that is mostly untapped by existing analytical applications and data warehousing systems. Examples of this data include high-

volume sensor data and social networking information from web sites such as FaceBook and Twitter. Organizations are interested in 

capturing and analyzing this data because it can add significant value to the decision making process. Such processing, however, may 

involve complex workloads that push the boundaries of what is possible using traditional data warehousing and data management tech-

niques and technologies. This article looks the benefits analyzing big data brings to the business. It examines different types of big data 

and offers suggestions on how to optimize systems to handle different workloads and integrate them into a single infrastructure. Two 

important data management trends for processing big data are relational DBMS products optimized for analytical workloads (often 

called analytic RDBMSs, or ADBMSs) and non-relational systems (sometimes called NoSQL systems) for processing multi-structured 

data. A non-relational system can be used to produce analytics from big data, or to preprocess big data before it is consolidated into a 

data warehouse. Big Data is a concept that is leading the world right now and taking it by storm. We have tried to discuss on the funda-

mentals of Big Data and tools and techniques associated with it. We also have tried to categorize the Big Data elements into a model and 

tried to derive Big Data Ecosystem from it. The V Model for the Big Data has been defined and categorized into 3V, 4V or 5V dependent 

on the organization which uses it and under which business scenario. Catering to the aforementioned models, we have classified data 

into various forms and explanations have been provided on the same to gain a better insight and understanding on the same. 
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1. Introduction 
 

With changing trends in the field of information technology 

it has become difficult for traditional database software to 

manage huge datasets and make quick query processing on 

them and generating results out of them in a small time, with 

addition of a big data tools in it field it has become easy to 

handle and manage live and real time datasets and work 

upon them and processing them within a very small time, 

moreover big data tools and frameworks have made it very 

easy for the user to store very huge amount of data online 

and on cloud and uploading and downloading it whenever it 

necessary . 

 

 
Figure 1: Comparison-Relational vs Non Relational DBMS’s (Architecture) 

 

Our project data analyser and viewer designed and managed 

using hadoop and netbeans provide the best view outputs 

graphically as well as tabular to each individual user which 

has been cropped from large datasets. these datasets are in 

gigabyte storages and for traditional rdbms it becomes diffi-

cult to perform quick analysis out of them. Datasets selected 

include records over years and specific data has been pulled 

out using proper querying process and fixed partitioning to 

handle easy analysis. a gui is the best way for a person who 

is unaware about of how to access an os and provides the 

user point to point details regarding data and graphical con-

tent he wishes to see without including any extra data cuts.  

 

Data analyser is an java backend application that has been 

designed to carry several datasets analysis using data sets 

queried from hadoop cluster and collected from various 

government sources. Datasets have been secreted for whole 

Indian data and according to all states and from year ranging 

around 1950-2018.Not only relational view but it also pro-

vides graphical views with several ranges. Easy managing of 

large dataset and usage of map reduce algorithm in hive 

framework makes easy managing and handling of large da-

tasets to carry out easy analysis.  

 

Various pie charts or bar graphs have also been generated 

based on data which has been classified according to the 
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range eg: separate pie chart according to quantity of produc-

tion and year of production. View in output frame - login 

frame to mark entry if new user signing two sections one for 

graphical view and one for tabular view scroll down menu 

containing division based on district name. Datasets handled 

includes:  

 

Analysis and Graphs automatically update with update in 

dataset 

 

1) Climatic Evolution And Agriculture domain  

 

a) Indian crop production state wise (1997-2016) 

Type: csv file structured 

Analysis task: On basis of 

 States  

 Districts within states 

 Season wise - Kharif, Rabi, Whole year, Autumn 

 Crop wise - Arecanut, rice, banana, cashew-nut, coconut, 

dry ginger, sugarcane, sweet potato, tapioca, dry chillies, 

dry ginger, black pepper, other kharif crops 

 Crop Area wise distribution 

 Production wise 

 

b) Daily Retail Price of Potato (1997-2016) 

Type: csv file format 

Analysis task: On basis of 

 Year 

 Center name 

 Price 

 

c) India Air Quality (1990-2016) 

Type: csv file format structured  

Analysis task: On basis of  

 State wise 

 Location within states 

 Sampling year 

 Type of area (residential, rural, industrial, urban, other 

areas) 

 So2 and No2 levels in air 

 Spm 

 

d) Rainfall in India (1901-2016) 

Type: xml file semi structured  

Analysis task: On basis of  

 State wise 

 Year wise  

 Month wise 

 

e) Air pollutant PM2.5 and PM10 India (2018) 

Type: xml semistructured 

Analysis Task: On basis of  

 City 

 Parameter (PM2.5 and PM10) 

 

f) India Affected Water Quality Areas (2009) 

Type: csv file format 

Analysis task: On basis of 

 State names 

 District names 

 Block name 

 Village name 

 Panchayat name 

 Quality Parameter (Salinity, Fluoride) 

 Year  

 

g) Delhi weather dataset (1997-2017) 

Type: csv file 

Analysis Task: On basis of 

 Year 

 Condition (Smoke, Clear, Haze, Fog, Shallow Fog, Un-

known) 

 Pressure 

 Temperature 

 Wind direction (West, North, ssw.nne) 

 

2) Demography domain  

 

a) India States Analysis (2018):  

Type: csv file 

Analysis Task: On basis of 

 State 

 State code 

 District code 

 Population male 

 Population female 

 Literates total (male, female) 

 Sex ratio (chile sex ratio) 

 Total graduates (male, female) 

 

b) Literacy Rate In India state wise (1951-2011) 

Type: csv file structured 

Analysis task: On basis of 

 State wise literacy  

 

c) Indian Elementary School (2005-2017) 

Type: 10 csv file format datasets 

Analysis Task: On basis of  

 Year 

 State 

 Primary Divisions (middle, upper etc) 

 

d) Suicides in India (2001-2011) 

Type: csv file format 

Analysis task: On basis of  

 State wise 

 Year wise 

 Type (illness, bankruptcy, dowry, dispute, property dis-

pute etc) 

 Gender (male, female) 

 Age group (0-60yrs+) 

 Total suicide count) 

 

e) Crime Rate in India (2001-2018) 

Type: 15 csv file format datasets on basis of individual 

crime 

 

Analysis task: On basis of 

Type of crime (Property stolen, victims of rape, complaint 

against polices, period of trial by court, auto theft, serious 

fraud, murder victim age sex, human rights violation , police 

housing, specific purpose of action) 
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2. Literature Review 
 

What Is Big Data: When we speak about Big Data, as we 

have done above, we often identify it as a jargon, catch 

phrase which means a exponential volume of unstructured 

and structured data that contains so many huge datasets 

which cannot be processed by traditional database manage-

ment techniques and associated software techniques. With 

the size of the big data and simply the capacity of the data 

that it encompasses, it carries in itself the potential that will 

help companies, in making far better, intelligent and data 

driven decisions and help in improving operations. For most 

of the organizational scenarios, it can be easily identified 

either the data is in excess of the current storage and 

processing capacity, or the volume of the data is too big or it 

moves too fast. To give insights using the same data, that we 

have spoken about earlier, it has to help us in giving insight 

which would help us in gain competitive advantage, increas-

ing revenues and customer retention and for that we need to 

capture the data, clean the data, format, manipulate, store 

and analyze the same. Big Data is a concept and a concept 

can have various interpretations, for which the same topic 

can have multiple definitions: Big Data is the amount of data 

beyond the ability of technology to store, manage and 

process efficiently (Manyika et.al, 2011). Big Data is a term 

which defines the hi-tech, high speed, high-volume, com-

plex and multivariate data to capture, store, distribute, man-

age and analyze the information (TechAmerica Foundation, 

2014). Big data is high volume, high velocity, and/or high 

variety information assets that require new forms of 

processing to enable enhanced decision making, insight dis-

covery and process optimization (Gartner, 2014; Gürsakal, 

2014). 

 

Data Forms: Structured: When we talk about structured data, 

we often conclusively identify that, as soon as we placed our 

current data ware house in the relational database manage-

ment system, the structure of the relational database man-

agement system was enforced on the current data ware 

house system, which is inclusive to understand the meaning 

associated with it. So we know, which columns are placed 

where, whom are they associated with and how the columns 

are associated in between tables and table spaces. The for-

mat of the data can be in text or numerical, but it is common 

understanding that for every person there is a unique iden-

tifier in terms of Age. 

 

Semi Structured: As we move on from structured data to 

semi structured data, there is little to demarcate and often the 

differentiating lines goes blurry. The data format that we are 

describing here does not conform to an explicit and fixed 

schema, however the tags associated with the data, if found 

associated with organizational structure, then the same data 

would be easier to analyze and organize. The same concept 

described here would predate the idea of XML but not 

HTML 

 

Unstructured: We have already discussed about the Struc-

tured and Semi Structured formats. Moving on to the un-

structured format, this type would consists of formats that 

cannot be easily indexed.  

 

 

3. Analyse Data 
 

After organizing data, it has to be analyze to get fast and 

efficient results when a query is made. Mapreducer’s are 

mainly used to analyze data. Mapreducer in Pig, Hive are 

very efficient for this purpose. 

Hive – A Warehousing Solution Over a MapReduce 

Framework 

 

What is Hive? 
Hive is a data warehousing infrastructure built on top of 

apache Hadoop. Hadoop provides massive scale-out and 

fault-tolerance capabilities for data storage and processing 

(using the MapReduce programming paradigm) on com-

modity hardware. Hive enables easy data summarisation, ad-

hoc querying and analysis of large volumes of data .It is best 

used for batch jobs over large sets of immutable data (like 

web logs).It provides a simple query language called Hive 

QL, which is based on SQL and which enables users famili-

ar with SQL to easily perform ad-hoc querying, summarisa-

tion and data analysis. At the same time, Hive QL also al-

lows traditional MapReduce programmers to be able to plug 

in their custom mappers and reducers to do more sophisti-

cated analysis that may not be supported by the built-in ca-

pabilities of the language. 

 

 
Figure 2: Analysis using Hive shell 
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4. What is Apache Pig? 
 

Apache Pig is an open-source technology that offers a high-

level mechanism for the parallel programming of map re-

duce jobs to be executed on Hadoop cluster. Pig enables 

developers to create query execution routines for analysing 

large, distributed data sets without having to do low-level 

work in MapReduce, much like the way the Apache Hive 

data warehouse software provides a SQL-like interface for 

Hadoop that doesn't require direct MapReduce program-

ming, 

 

The key parts of Pig are a compiler and a scripting language 

known as Pig Latin. Pig Latin is a data-flow language geared 

toward parallel processing. Managers of the Apache Soft-

ware Foundation's Pig project position the language as being 

part way between declarative SQL and the procedural Java 

approach used in MapReduce applications. Apache Pig grew 

out of work at Yahoo Research and was first formally de-

scribed in a paper published in 2008. Pig is intended to han-

dle all kinds of data, including structured and unstructured 

information and relational and nested data. That omnivorous 

view of data likely had a hand in the decision to name the 

environment for the common barnyard animal. It also ex-

tends to Pig's take on application frameworks; while the 

technology is primarily associated with Hadoop, it is said to 

be capable of being used with other frameworks as well. The 

underlying Hadoopframework grew out of large-scale Web 

applications whose architects chose non-SQL methods to 

economically collect and analyse massive amounts of data. 

Apache Pig is just part of a long list of Hadoop ecosystem 

technologies that also includes Hive, H Base, ZooKeeper. 

 

 
Figure 3: Analysis using pig (grunt shell) 

 

5. Figures 
 

Interfaces 

a) Relational interface 

b) Graphical interface  

 

 
Figure 4: Statistical View (Literacy Rate Data Analysis) 

 

Layout presents user with options of the kind of views of 

analysed data- data view analysis & data vizualisation 

 

Year wise (1997-2016) 

 Crop wise distribution. 

 State + District wise 

 Season wise 
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Figure 5: Relational Layout (Literacy Rate Data Analysis). 

Final data analysed represented in relational format in orga-

nised database format/ 

 

 Basic Histogram 

 Line Groups  

 Scatter Plots with Legends 

 Box Plots 

 Box Plots with errors 

 Pie charts 2D/3D  

 

 
Figure 6: Graphical layout (Literacy Rate Data Analysis). 

Vizualisation representation representing pie carts-2D for 

each state separately based on its literacy rate . 
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