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Abstract: Being developed over the centuries, it currently occupies a prominent role in the world production scenario, being the stage 

of the process related to the obtaining of hot metal an element of great importance to establish the competitiveness of national steel. 

From this perspective, the control of the process of obtaining hot metal is relevant to ensure competitive prices and a sustainable 

process. Considering the presented situation, this research developed a committee machine, being three networks to predict each of the 

study variables, namely: i) fuel rate; ii) sulfur content in hot metal. The committee machine was developed to model the hot metal during 

the operation of a coke blast furnace, according to the input parameters provided. The results obtained by the committee machine were 

lower than those of the neural networks acting alone, and the following RMSE values were verified: i) fuel rate: 4.88 (network 1), 4.74 

(network 2), 6.14 (network 3) and 4.67 (committee); ii) sulfur content: 0.00915 (network 1), 0.00917 (network 2), 0.00974 (network 3) 

and 0.00726 (committee). Considering the results obtained, the model can be used to provide important support in monitoring and 

decision making during the operation. 
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1. Introduction 
 

Iron reduction process is ancient, has been developed over 

the centuries, occupies currently leading role in the global 

production scenario. By viewing the data from the hot metal 

production, the blast furnace is responsible nowadays for 

96% of that production [1]. Yagi [2] point out that this is the 

stage responsible for the consumption of 69.4% of total 

energy and 73.4% of CO2 emission from the steel production 

process, highlighting the importance of the search for a 

process each more efficient, with impacts on industry and 

environmental, which indicates the relevance of studies on 

the blast furnace operation with regard to better outcomes for 

the production of hot metal. 

  

According to the World Steel Association, more than 65% of 

primary energy in steel production comes from coke, which 

in Brazil represents 76% of the energy matrix, according to 

the 2018 Sustainability Report of the Instituto Aço Brasil, the 

steel industry is responsible for approximately 5% of world 

energy consumption. 

  

About complex process controls, there is a growing use of 

artificial neural networks for process modeling due to its 

application versatility and increased response reliability, as 

the neural network receives new data in the training process. 

  

The use of multiple artificial neural networks with distinct 

characteristics for the simulation of a process has the 

possibility of reducing the margin of error of the results, 

when compared with those acting in isolation; this 

arrangement is called committee machines. 

  

The objective of such a model is to provide information to 

support decision making during production to obtain better 

stability/optimization of the operation. 

 

2. Materials and Methods 
  

2.1 Description of the database  

  

The data used come from the blast furnace operation of a 

Brazilian steel industry. Twenty-three input variables were 

selected, as shown in Table 1, which also presents 

information on the model output variables. 

 

Table 1: Model Input Variables 

Variable unity Mean 

O2 Flow nm3/h 7904 

Blow Flow nm3/min 2773 

O2 Enrichment % 3.74 

Blow pressure kg/cm2 3.06 

Wind Humidity g/nm3 26.05 

Breath Temperature ºC 1099 

Flame Temperature ºC 2172 

Vent Air Speed m/s 223.2 

Permeability (k) - 6.93 

Sinter kg/t 1388 

Ore kg/t 224 

Pellet kg/t 16 

Quartz kg/t 17.56 

Coke Moisture % 3.46 

Small Coke Moisture % 11.44 

Coke Gray % 7.89 

Steam Flow t/h 1.35 
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H 2 in coal (pci) % 3.98 

The 2 in the coal (pci) % 2.68 

N 2 in coal (pci) % 1.71 

C charcoal (pci) % 80.62 

Coal Moisture (pci) % 1.51 

S Coal (pci) % 0.5771 

  

2.2 Data Preprocessing  

  

The data used to develop the model were previously treated 

to adjust the vector to be used for each of the inputs (adjust 

the delay time or residence time), identify the outliers, blank 

values and standardize the data. 

  

2.3 Setting data delay time 

  

From this perspective, [3] performed the analysis of the 

delay time between each of the input variables through their 

correlation with an output variable, using the highest 

correlation value between the input and output variables to 

determine the delay time of that variable. It was considered 

in the study cited a variation of 0 to 5 hours in the 

determination of the delays for the development of a model 

of pig's silicon prediction. 

  

This procedure was used in developing the model, 

comparing each of the input variables to the output variable 

fuel rate, applying a range of 0 to 8 hours. 

  

2.4 Data Standardization 

  

Considering the variety of characteristics of the data to be 

obtained, and there may be data to be used by time, binary or 

of different magnitudes, the data was standardized, which 

also contributes to a convergence of the model with a smaller 

number of epochs. 

  

2.5 Definition of the number of neurons in the 

intermediate layer 

  

Thus, tests were performed with variation in the number of 

neurons in the intermediate layer from 13 to 25 to compare 

the results obtained and determine the number of neurons in 

the intermediate layer of each network to be used in the 

model. 

  

2.6 Cross - Validation 

  

To perform the k- fold cross-validation (k = 10), the sample 

was divided into ten parts, nine for training and one for 

testing. The process was repeated ten times, so that each part 

was used as a test after the training of the other nine. 

  

2.7 Committee Machine Components 

  

To obtain the committee members, that is, each of the neural 

networks that make up the final model was used the variation 

of weights in which each network begins its training. 

 

 

 

 

 

3. Results and Discussion 
  

3.1 Delay time 
  

Briefly, the following are the residence times applied to each 

of the input variables to obtain each of the vectors with the 

input and output data sets to be used for model development, 

as shown in Table 2: 

  

Table 2: Delay time of model input variables. 

 
Delay 

x 1 t-8 

x 2 t 

x 3 t-3 

x 4 t 

x 5 t 

x 6 t 

x 7 t-8 

x 8 t 

x 9 t-5 

x 10 t-7 

x 11 t-7 

x 12 t-7 

x 13 t-7 

x 14 t-7 

x 15 t-7 

x 16 t-8 

x 17 t-8 

x 18 t-8 

x 19 t-8 

x 20 t-8 

 

3.3 Definition of the number of neurons in the 

intermediate layers 

  

Tests to determine the number of neurons for input layer 

were performed individually for each network. Based on the 

best values found, the number of neurons in the middle layer 

of each neural network was defined, as shown in Table 3. 

  

Table 3: Number of neurons in the middle layer for each of 

the models 

Network Number of Neurons Average MSE 

Sulfur 16 0.01336 

Fuel Rate 21 5, 2119 

  

3.4 - Training of committee machine members 

  

The members of the committee machine were obtained, that 

is, each of the models was performed from different weights. 

This procedure was performed by configuring the beginning 

of weights in three ways, namely: i) all weights beginning 

with a value of zero; ii) all values starting at one; and iii) all 

weights starting at twenty. 

  

3.5 - Overall Results 
  

Among the results, presented in Table 4, it is verified that the 

one obtained with the committee machine is better than the 

ones obtained individually by the models, but still, the 

models acting in isolation can present good and convergent 

results for the prediction of silicon content in hot metal. 
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Observing the mean values found for RMSE between 

training and testing, using cross-validation, no differences 

were observed that could indicate the presence of overfitting, 

which is when the model has low error during training in 

relation to the error observed in the test group. 

  

The results also do not indicate the presence of underfitting, 

which is when the model cannot adequately generalize the 

problem, presenting high values RMSE in training and tests 

or difficulty in convergence during the model training. 

  

Table 4: Summary of results (RMSE average) obtained by 

models 1, 2 and 3 and committee machine. 
Variable Test1 Test2 Test3 Committee 

Sulfur (%) 9.2E-03 9, 20E-03 9.7E-03 7, 25E-03 

Fuel Rate 

(kg) 
4.88 4.75 6.14 4.67 

 

Finally, a comparison was made between the values obtained 

by the model in relation to those found in the literature, as 

presented in Tables 5 and6, and it was possible to verify that 

the proposed model obtained better results, confirming the 

potential of its use to obtain better monitoring and control of 

the process. 

 

Table 5: Comparison of results between the fuel machine 

and models reported in the literature. 

 
[4] [5] Committee 

%error 8.6% 1.58% 0.9640% 

  

Table 6: Comparison of results between the committee 

machine (sulfur) and models reported in the literature. 

 
[6] [7] Committee 

RMSE 0.005 0.0009 5.26E-05 
 

4. Conclusions 
  

It is noteworthy that only variables related to process input 

data were used, so that the prediction is performed without 

dependence on process output variable measurements, such 

as top gas composition and slag basicity. 

  

Regarding the final model adopted, the theoretical advantage 

in using the committee machine is that each of its component 

acts in a distinct solution region and obtaining a valid answer 

to the problem, with the committee machine being the final 

answer. The combination of each component permits a minor 

error of separate one. 

  

It is noted that the use of this modeling technique enabled the 

construction of models with greater accuracy and can be 

used as a tool to aid in decision-making and planning of the 

operation, as well as contribute to improving the supervision 

and stability of the process. 

  

Considering the results obtained, the model can be used to 

provide important support in monitoring and decision 

making during the operation. 
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