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Abstract: The amount of data is growing day by day. Simultaneously, new challenges and needs are appearing. We wonder how to 

collect and process this large amount of data and to get the information we need for business management. Tools and technologies for 

that task should be scalable, distributed and with high bandwidth so that we can quickly get to the information we want. As a solution 

impose NoSQL databases. But the databases which are not having a high quality system for processing and analysis of data are not 

much helpful. Some solutions appeared that have started to address these problems but there is still room for development. Some of these 

solutions are Apache Hadoop and Hive, which are used every day in big companies like Facebook and Google. This paper provides 

insight into existing technologies that implement such solutions, which have their advantages and disadvantages, and we will try to 

predict how this story will develop in the future. 
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1. Introduction 
 

The information revolution that is now taking place leaves a 

great impact on all types of business organizations. With all 

the tools available it is becoming easier to collect data of the 

operations of an organization. Now, customer needs are 

changing. For better analysis it is necessary to collect as 

many as possible high quality data from all aspects of the 

business. A new trend called Big Data appears; this 

represents the large amounts of data that usually come from 

sources such as social networks, publicly available 

information from various agencies, subscription information, 

news, documents, e-mails etc., as well as digital devices and 

sensors, location data from smartphones, weather etc. Most 

companies are not familiar with collecting and processing 

large amounts of data from these sources. The companies 

that are trying to collect enormous amounts of data have 

problems, because they do not fit into the relational model. 

Unstructured data is the data that has no predefined data 

model, and the data which does not fit into existing models. 

Such data is accumulating very fast; these are videos, photos 

and generally all possible output files of various programs. 

Furthermore, new technologies such as Web 2.0 applications 

used by large numbers of users depend on the storage and 

processing of large amounts of data. Such a large database 

needs to be distributed, scalable and fast. All this presents 

great challenges for the relational model and the tools it 

implements, such as SQL (Stonebraker et al., 2007). 

Because of these reasons, a big number of organizations 

such as Facebook, Amazon, Yahoo and Google are using 

non-relational solutions (for specific tasks); popularly 

known as NoSQL databases. Because of open model, a lot of 

different companies develop their own non-relational 

solutions, and most of them are available to everyone 

because they are open source. Today, we aim to business 

intelligence systems and their major component is the data 

warehouse. The technologies that have been developed to 

solve this problem are sharing some common characteristics 

associated with the scalability, flexibility and high 

availability. MapReduce technology together with the so-

called Hadoop Distributed File System (HDFS) and the 

HBase database, as part of the Apache Hadoop project is a 

new and innovative approach to the processing and analysis 

of such unstructured data. In this paper we deal with 

unstructured data, the possibilities of Apache Hadoop 

technology and the integration of non-relational databases 

into a data warehouse. We will clarify some main concepts, 

present some existing solutions, and try to show whether 

Hadoop is a suitable replacement for existing data 

warehouses. In the second chapter we will speak generally 

about data warehouses and technologies that are used, in the 

third chapter we look at non-relational databases and give an 

insight into the different types, further in the fourth chapter 

we deal with the current Big Data technologies, while in the 

fifth chapter we discuss data warehouses that implement 

these technologies. Finally, the sixth chapter provides a 

description and overview of the Hive data warehouse that 

uses the described technology. 

 

Data Warehousing 

The main purpose of SQL and relational databases is to store 

and access data from a variety of transactions that occur in 

everyday business such as orders, invoices, salaries etc., 

execute queries on this data and generate reports. Further 

development of business systems, development of strategic 

planning and management which occurred because of the 

globalization of a competitive market, but also the 

development of hardware and software technology greatly 

relied on the relational data model and the analytical 

processing of such data. In recent years we notice the 

intensive development of Web 2.0 applications. These are 

applications such as massive online stores, social networks 

etc., which must process large amounts of data to millions of 

users simultaneously in real time. Limitations occur when 

handling large amounts of unstructured data in traditional 

data warehouses. Structured data requires a specific scheme 

to match the relational model. This of course is not the case 

in unstructured data that does not have a specific scheme. 

Although SQL supports unstructured text search by 

keywords, it is limited to just text. All that led to the 

development of a completely new model of data warehouses 

based on the new data models. These models are called 

NoSQL. The main idea of systems, which are trying to take 

advantage of the Hadoop technology, is the integration and 

construction of interfaces with existing data warehouses, or 

possibly the construction of new types of data warehouses. 

Data lakes and data warehouses are used for storing BigData 

lakes and data warehouses are used for storing big data, but 

they are not interchangeable terms. A data lake is a pool of 

raw data, the purpose for which is not defined till now. A 
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data warehouse is a repository for structured, filtered data 

that has already been processed for a specific purpose. 

 

The two types of data storage are usually confused, but are 

much more different than they are alike. The only similarity 

between them is their high level bulk storage of data. 

 

The main difference is that they serve different purposes and 

require different sets of eyes to be properly optimized. While 

a data lake is suitable to work with one company then a data 

warehouse will be better to work with another. 

 

 
Big Data Activation: Data Warehouses and Data Lakes 

 

Non-relational database models 

Over the years the term NoSQL turned into something that 

represents non-relational, distributed, horizontally scalable 

databases. In addition, the most widely used ones are open 

source. Their main task is to ensure quick retrieval of 

existing data, as well as storing new data. Since OLAP and 

other business intelligence systems are critical to many 

business organisations, the question is how do NoSQL 

databases fit in such systems? There are several major 

models that meet the above criteria and have become the 

standard: 

 Column oriented  

 Document oriented  

 Key-value database  

 Graph database.  

 

In this paper, we primarily deal with column and document 

oriented databases because they are commonly used in the 

fields that we discuss in this paper. 

 

Column oriented databases 

Unlike the relational model, which stores data in rows 

(tuples), column oriented databases store data by column, 

which means that each row has only one data type. Thus, the 

data from the database is consistently written to the 

computer storage, without the fragmentation which occurs in 

implementation by rows. Other benefits include easier 

retrieval of data; all data fetching usually occurs within one 

table (no need to merge data from multiple tables). Some 

examples of such databases are Apache Cassandra, Google 

BigTable and Hbase. 

 

Document oriented databases 

Databases which simply store data in the form of documents 

are considered to be the main form of non-relational 

databases. They support data storage in documents of any 

format. The data itself within the document is structured 

using XML. Today, due to the simple notation, most 

commonly is used JSON. Popular databases that implement 

this model are MongoDB, CourchAB and OrientDB. We 

will discuss technologies based on non-relational databases. 

Hadoop and Hive both support a variety of NoSql databases 

and based on non-relational databases. 

 

Big Data Technologies 
 

Data Vault and Anchor modelling 

We cannot talk about data warehouses with a large amount 

of data without mentioning these two models. Data Vault is 

a hybrid model that combines the best characteristics of the 

third normal form and the star schema developed 

specifically for EDW-a (Enterprise Data Warehousing). Its 

main concepts are so-called Hub, Link and Satellite entities. 

All data is stored in the Satellite entities, the keys are stored 

in the Hubs, while the mutual relation keys are specified in 

Links (Linstedt, 2011).  

 

Anchor modelling is a database modelling technique that is 

based around the claim that the data warehouse environment 

is constantly changing and that big changes outside the 

model should lead to small changes in the model. The aim of 

using this type of modelling is to achieve a highly 

decompressed implementation that can deal with the growth 

of data warehouses. These are highly normalized (6NF) 
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models which are characterized by the ability to store 

changes in the business environment  

 

MapReduce 

Developed by Google as a "programming model with the 

implementation for processing and generating large data 

sets. It is a method which greatly simplifies the distribution 

of tasks across multiple nodes. Each node processes the data 

stored on that node. It consists of two parts: 

 

The first function that is responsible for the so-called 

mapping of key value coming from the input data in some 

other suitable key-value pairs: 

Map ((K 1, V 1) ⇒ (K 2, V 2)) 

 

The second, so-called reduce function reduces the value so 

that the values are first sorted and grouped according to a 

given key; it gives the final output: 

Reduce ((K 2, list (V 2)) ⇒list (K 3, V 3)) 

 

MapReduce is popular for many reasons: 

 Automatic parallelization and distribution 

 Fault tolerant 

 Easy to use and develop 

 Programs are written in Java. 

 

Unfortunately, the MapReduce programming framework is 

Google’s proprietary software. However, there are equally 

good open source alternatives that work on the same 

principle. The best known and most widely used is Apache 

Hadoop. This implementation relies on HDFS in processing 

and storing large amounts of data. Map and reduce platforms 

such as this play a key role in data warehouses and business 

intelligence systems, because they enable us to do complex 

data processing such as aggregation and filtering very 

effectively. 

 
 

Hadoop as defined by Apache Foundation- 

The Apache Hadoop software library is a framework that 

allows for the distributed processing of large data sets across 

clusters of computers using simple programming models. It 

is designed to scale up from one server to thousands of 

machines, each offering local computation and storage. 

Rather than rely on hardware to deliver high-availability, the 

library itself is designed to detect and handle failures at the 

application layer, so delivering a highly available service on 

top of a cluster of computers, each of which may be prone to 

failures. 

 

Comparison of Hadoop and traditional ETL tools  

Data analysis built on top of Hadoop in some cases, can get 

instant access to a large amount of high quality data without 

the need for long ETL processes. Hadoop can implement 

ETL processes by writing custom programs, which 

sometimes is not really effective and cannot always replace 

the traditional ETL tools from the existing data warehouses. 

ETL tools contain a lot of built-in capabilities suitable for 

cleaning, coordination and transformation of data. Such 

tasks need to be manually written in Hadoop. Their 

disadvantage is they are not particularly scalable and 

encounter problems when attempting to process several 

hundred gigabytes of data. It is recommended to use ETL 

tools for small amounts of data, because it saves data 

warehouse development time, while with the large amount 

of data it is better to develop custom programs in Hadoop. 

There are also hybrid solutions such as IBM 

InfoSphereDataStage that uses Hadoop for processing 

unstructured data and then forwards them to ETL tools for 

further processing.  

 

Hadoop 

Hadoop is an open source programming framework which 

supports processing of large amounts of data in a distributed 

computing environment. It is part of the Apache Project and 

is funded by the Apache Software Foundation. Hadoop 

includes an interface that allows parallel storage and 

processing of data. It runs MapReduce programs in a parallel 

environment of thousands of nodes. It is capable of 

collecting data from various sources, and can be further 

customized to fit the type of data. It is worth noting that 

Hadoop is a kind of MAD (Magnetic, Agile, Deep) type 

system. These types of systems are distinguished by their 

characteristics:  

 Magnetic – attracts all types of data from various data 

sources  

 Agile – able to adapt processing and analysis to possible 

changes in the data structure 
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 Deep – capable of high scalability in-depth analysis of 

large amounts of data. 

 

Because of these characteristics as its biggest advantage 

stands out the ability of in-depth analysis of unstructured 

data collected from various sources much better and faster 

than analytics tools based on SQL. 

 

Hadoop Distributed File System 

The Hadoop Distributed File System (HDFS) is a scalable 

distributed file system that provides instant access to 

application data. Computer clusters with HDFS work on the 

master and worker nodes principle. The master node is 

responsible for management of the entire file system, 

metadata of all files and directories in the file system and the 

locations of all the blocks of data stored in the worker nodes. 

Worker nodes store and return information when requested 

by the main node. 

 

Data Warehouses with non-relational databases 

During the execution of ETL processes the data is loaded 

from ERP, CRM and other systems, as well from the 

database, and if necessary, from different spreadsheets or 

other formats. After the data is loaded, we can do OLAP 

analysis, use tools for data mining. There are several models 

by which data warehouses are built; ROLAP, MOLAP and 

their hybrid HOLAP. However, current systems and data 

warehouses do not have all the necessary tools and 

information necessary to make business decisions in today's 

dynamic and complex economic environment. Large 

amounts of data (Big Data) simply cannot be collected and 

processed by traditional systems and existing OLAP servers 

that are based on the relational model. Because of their 

limitations, solutions that are based on the non-relational 

model are developed. Map and reduce platforms that we 

described earlier together with some of the open NoSQL 

databases that support Hadoop can be an alternative or 

supplement for traditional data warehouses. An example of 

such a solution is Apache Hive.  

 

Hadoop as a data warehouse 

Hadoop can be considered as the next step in the 

development of data warehouses, with a particular focus on 

the ETL phase. In Hadoop there is no referential integrity, 

which results in better performance. In comparison, the Data 

Vault model supports full referential integrity through the 

entire model, which of course has its advantages. 

Partitioning supports the separation of files, even to different 

computer nodes. We load raw data into Hadoop, data 

without pre-treatment, which means that they do not have to 

go through special ETL processes. At first glance a similar 

idea has a one-layer architecture of traditional data 

warehouses, but it does not support any form of ETL and in 

practice it is rarely used. The data is copied to the Hadoop 

platform, and adaptation (extract and load) rules should be 

written in the source code of Hadoop implementations. We 

emphasize that Hadoop is not an ETL tool but a platform 

that supports the ETL processes. This approach has many 

advantages such as fast loading of data, distributed 

processing, automated compression (in some 

implementations) and many others.  

 

 

Hadoop and data warehouse architecture 

The hadoop platform is used together with some existing 

data warehousing systems. Processes in the Hadoop platform 

can use the data warehouse as a data source. MapReduce can 

issue SQL tasks to the data warehouse. We take advantage 

of the benefits of both technologies. MapReduce task is just 

another program, a data warehouse acts as a database. 

 

Hive 

Hadoop gives us a lot of new features but also has some 

drawbacks. MapReduce programming interface is low-level 

and tends to become very abstract and requires developers 

write custom programs that are usually difficult to maintain 

and reuse. When it comes to processing large amounts of 

data, the use of Hadoop technologies can reduce the 

processing time from one day to a few hours. But the use of 

Hadoop is not easy for end users. For example, it is 

necessary to write MapReduce programs for simple inquiries 

such as getting clean totals or averages of some data. 

Hadoop is missing some interface that works in a similar 

way as SQL. For these reasons Hive was developed. Hive is 

an open source solution built on top of the Hadoop platform 

(Thusoo et al., 2010). The goal was to develop an interface 

that can interact with unstructured data in Hadoop, and that 

brings some familiar concepts of tables, rows and columns. 

 

Structure and data mode 

Hive structures data in the well-known concepts such as 

tables, columns, and rows. It supports all major data types; 

integer, float, doubles and strings, but also more complex 

types such as folders, lists, and structures. More complex 

types of support nesting and thus can build more complex 

types. Also, Hive gives users the ability to upgrade the 

system to their custom data types. If the data is prepared by 

another program, or from the relational model, Hive has the 

ability and tools to incorporate the data to the table, without 

data transformation, which is a great advantage in case of 

large data sets. 

 

Hive query language 

The language with which are queries built, HiveQL, is very 

similar to SQL, so users who are familiar with SQL can 

quickly adapt. Traditional features of SQL as well as various 

types of joint, carthesian products, grouping, aggregation, 

creating tables, SELECT command and other useful 

functions that can be performed on the primitive and 

complex types make this language similar to SQL. This 

allows users who are familiar with SQL to a Hive to 

immediately open a command prompt and start writing 

queries. Some useful functions for returning metadata tables 

also present which saves time writing programs or queries. 

With a single command the data structure can be found out 

and which are used types of data without further testing 

various queries or similar methods. There are some 

limitations with respect to SQL, such as the inability to add 

new elements to the table or data partition, but if you want to 

add data, we have to rewrite the entire table or partition. 

However, this and similar restrictions have not created 

problems in using. As the data in such systems is retrieved 

periodically, for example daily or every hour, the data is 

easily loaded into a new table or data partition. Hive 

contains plug-ins for analysis using the map-reduce 

programs which the users write, in the programming 
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language that suits them best. This allows advanced users 

build much more complex algorithms.  

 

Hive architecture and components 

Hive is assembled from a few main components. Megastore 

is a component that records the system log, and metadata 

about tables, partitions etc. Driver is a component that takes 

care of the lifetime of the HiveQL tasks while processing. 

Query compiler is a component that translates HiveQL 

inquiries into tasks and subroutines that are suitable for 

running in Hive. Execution engine is a component that runs 

the tasks that the compiler gives in the correct order .The 

compiler generates a logical sequence of tasks and then 

optimizes with a simple optimizer based on certain rules. 

Finally, generate the optimized sequence of tasks in the form 

of a map-reduce routine.  

 

2. Conclusion 
 

If we want to have a reliable and precise analysis in our data 

warehouse, or any other system of business intelligence, we 

need to collect and analyze all available data from the 

organization itself, but also from its environment, and other 

data sources. Nowadays, more and more of this data is 

unstructured and does not fit into the relational model. We 

are no longer limited to collect certain types of data 

structures for decision making. In this paper, we explained 

some of the concepts and technologies that are closely 

related to the storage, processing and analysis of large 

amounts of unstructured data. We explained the differences 

between relational and non-relational models. We reviewed 

the current technologies that use non-relational solutions in 

processing and analyzing large amounts of data. Also, we 

pointed out some of the flaws and limitations of the 

relational model. We examined the interface and tools that 

can come with Hadoop and its integration into the data 

warehouse. Such a data warehouse can store and process 

large amounts of data and thereby uses Hadoop’s 

MapReduce technology for parallel data processing. One of 

these is the Hive data warehouse. Although it is still in 

active development, Facebook uses it daily for processing 

and analysis of large amounts of sensitive data. We 

mentioned the Data Vault and Anchor modelling methods 

that are designed just for the purpose of storing and 

processing large amounts of data in data warehouses. These 

models may have come too late to the market, because most 

of the big companies like Google, Amazon and Facebook 

have already switched to non-relational solutions. Because 

of the nature of the open source movement and openness of 

these non-relational solutions, they will be the ones to lead 

the further development of technology in this domain, and 

that is a big advantage. It is important to note that non-

relational solutions are not always suitable, and that for 

certain cases it is still better to use a relational model. We 

are now at the stage when the non-relational databases and 

technologies that implement them have become a great 

competition to the relational model and existing, traditional 

technologies. The development on the integration of Hadoop 

in existing and new data warehouses is currently active, but 

in the future we hope to see Hadoop integration with some 

business intelligence systems, which could eventually lead 

to some competitive open source solutions. 
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