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Abstract: The main idea is to talk about the common features used while analyzing audio files. The features discussed are mel 

frequency cepstral coefficient, zero crossing rate, spectral roll off, spectral centroid and chroma features. Along with the audio features 

mentioned before, we have also explained about activation function and convolutional neural networks. 
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1. Introduction 
 

This paper is most helpful for beginners in the field of deep 

learning. Those who are new in the field of deep learning 

and are going to work with audio files for the first time will 

benefit a lot .We have talked about one of the popular 

dataset GTZAN which is used in music genre classification. 

Commonly used activation functions used are also 

discussed. We have explained about the audio features of a 

music file along with major processes involved in 

convolutional neural network like convolution, pooling and 

dropout.  

 

2. Theory 
 

2.1 Dataset 

 

GTZAN dataset is used in large number of published works. 

[1] It is one of the most common dataset used while working 

with music genre classification. Although it is used so much 

in the field of music detection, it has a lot of missing 

metadata values. It is not a perfect dataset, it does have a 

large number of faults. The faults in the dataset include 

repetitions, mislabeling and distortions. As the dataset 

possesses a number of faults that does not mean we should 

not use the dataset, rather we should use the dataset while 

considering its faults. The dataset has 1000 audio tracks and 

each of the track is half a minute long. There are 10 genre 

present in the GTZAN dataset which are blues, classical, 

country, disco, hiphop, jazz, reggae, rock, metal and pop. 

There are 100 sound clips available for each of these genres. 

It is not a very large dataset but it still can be used for music 

genre classification. Like every other real world dataset, it 

consists of faults like missing metadata values, mislabeling 

but that does not mean it should not be used at all. 

 

2.2 Activation Function 

 

The main function of the activation function is to perform 

non linear transformation on the input before sending it to 

the next layer of neurons. Activation functions are used in 

neural networks to calculate the weighted sum of input and 

adds a bias. This value is used to decide whether a neuron 

should be activated or not. There are various types of 

activation function linear as well as non linear. Different 

types of activation functions are used in different scenarios. 

You might want to use a different activation function for 

image recognition a different one for speech recognition and 

so on and so forth. Various types of activation functions are 

as follows 

 

2.2.1ReLU (Rectified Linear Unit) -It is a widely used 

activation function in deep learning models. [2] It is quite a 

fast activation function due to this reason it is successful and 

is widely used function. It shows high performance and this 

function is generally used in the hidden layers of the neural 

networks. It activates only a fewnumber of neurons at a time 

making it efficient and easy for computations. 

Mathematically it is max(0,x) which gives x for positive 

input and 0 otherwise. It is non linear function and it is 

computationally less expensive as compared to other 

activation functions. 

 

2.2.2Sigmoid- Sigmoid function[3] is also a widely used 

function and generally used in feed forward neural networks. 

It is non linear function which is generally used for binary 

classification. The result of the sigmoid function lies 

between 0 and 1 so that is why it is most suited for binary 

classification. As 1 can be predicted if the result is above 0.5 

and 0 otherwise.  It is easy to understand and it is used in the 

output layer of the neural network. Mathematically it is 

represented as 1/(1+e
-x

) 

 

2.2.3 Softmax –It is another activation function [4] used in 

neural networks. It is used in the output layer of the neural 

network. It is used when we are dealing with multiclass 

output data. It is non linear in nature and it is used to find 

out probabilities to tell the class of each input. It calculates 

probability of each class and the class with the maximum 

value is the correct class of the input. It can be said as 

generalization of the sigmoid function as the sigmoid 

function is used for binary classification while softmax 

function is used for multivariate classification i.e. nothing 

classification involving multiple classes.   

 

2.3 Features 

 

Extracting features from the input audio signal is a very 

important task. These features will eventually help us find 

the genre of the audio signal. There are a large nuber of 

features present in a audio signal but we need to select inly 

those features which are most relevant to the problem in 

hand. Features that are important for music genre detection 

are as follows 

 

2.3.1Mel Frequency Cepstral Coefficient (MFCC): 
MFCC [5] is a very important feature that needs to be 
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considered while analyzing audio signals. These are small 

set of features that describe the shape of the spectral 

envelope. These allow for better representation of sound. It 

is commonly used in speech recognition systems. It is a very 

crucial feature while dealing with audio processing.  

 

2.3.2 Spectral Rolloff: It corresponds to the value of 

frequency below a certain threshold [18] value of the total 

energy in the spectrum. The threshold value can be set by 

the user.  

 

2.3.3 Chroma Feature: This feature relates [17] to the 12 

different pitch classes. It is a powerful toolused for 

analyzing music. It has application in audio matching. It is 

widely used in analyzing audio signals. 

2.3.4 Spectral Centroid: The spectral centroid [16] is a 

measure used in digital signal processing to characterize 

a spectrum. It indicates where the center of mass of the 

spectrum is located. Perceptually, it has a robust connection 

with the impression of brightness of sound. It gives us the 

point where the entire fre1uency of the signal can be 

assumed to be concentrated. 

 

2.3.5Zero Crossing Rate: The zero crossing rate [15] is the 

rate of sign-changes along a signal, i.e., the rate at which the 

signal changes from positive to negative or back. This feature 

has been used heavily inboth speech recognition and music 

information retrieval. 

 

2.3.6Melspectogram: Melspectogram is a combination of 

two things mel scale and spectogram.Mel scale [19]is 

basically a non linear transformation of the frequency scale. 

It is constructed in such a way that sounds of equal distance 

from one another on the mel scale like 500Hz,1000Hz and 

5500Hz,6000Hz sound to humans as if they are equal 

distance from one another. Spectogram [20] is a used to show 

how the spectrum of frequencies of a signal vary with time.  

 

2.4 Methodology 

 

We have used deep learning to figure out the genre of the 

song. Convolution neural networks are widely used for this 

task 

 

2.4.1 Convolutional Neural Networks (CNN) 

Convolutional neural networks [8] are widely used in a large 

number of domains. These have high popularity as 

compared to other neural networks. The different areas in 

which convolutional neural networks can be used are 

recommendation system, natural language processing, image 

processing etc. The advantage of convolution neural network 

is that it can figure out important features without human 

intervention. Example if there are different classes like 

mobile, tablet, laptop given to a CNN,it figures out the 

distinctive features for each class on its own. 

 

2.4.2 Convolution 

It is the process in which convolution [14] filter is applied 

on input to create a feature map. We slide the filter over 

input at every location to perform element wise matrix 

multiplication and the sum goes to the feature map. We 

continue this process till the entire feature map is filled. 

 

2.4.3 Polling 

Once the convolution step is over,polling [13] is performed 

to reduce dimensionality. This is done to reduce the number 

of parameters which in turn reduces the training time and 

also helps in dealing with the problem of overfitting. The 

common type of polling is max polling in which max value 

is taken from the polling window. 

 

2.5 Neural Network 
 

Artificial Neural Network (ANN) is inspired by biological 

neural networks that are present in an animal’s brain. This 

structure helps to perform tasks without being explicitly 

programmed for a specific task. ANN is composed of one to 

many separate layers which are basically collection of 

neurons. These neurons are responsible for processing input 

and providing output based on their activation function. The 

outputs of the neurons are fed into the next layer. This whole 

process repeats except for the output layer which takes input 

from previous layer and gives the result of the whole 

computation. One of the neural network widely used for 

pattern recognition is Convolutional Neural Network 

(CNN). CNN can be used to identify patterns in audios, 

images and videos. 

 

2.5.1. Composing factors of CNN 

 

2.5.1(a)Dropout: In dropout, some neurons are ignored by 

some probability during the training phase [9]. Edges of 

dropped neurons are not considered for training then. 

Dropout helps in reducing the network to prevent over 

fitting. 

 

2.5.1 (b) Max pooling: Through max pooling, dimensions of 

data can be decreased by taking maximum input from 

original matrix [10]. 

 

2.5.2. Optimizing algorithms for CNN 

 

2.5.2 (a) Adam: Adam optimization has become one of the 

most popular choice for optimizing image recognition and 

NLP models. This method computes learning rates for 

different parameters individually [11]. Adam optimizer 

starts reducing the cost from the first epoch. 

 

2.5.2 (b) Stochastic Gradient Descent (SGD): SGD uses 

convergence to reduce the loss and randomly picks features 

during the training phase [12]. Randomly picking features 

obviates the need to keep record of already picked examples 

and features can be processed on the spot. 

 

3. Result 
 

A convolutional neural network (CNN) can be built using 

the above presented activation functions and optimization 

algorithms as loss functions having at least 3 layers resulting 

in no less than 50 % accuracy. 

 

4. Conclusion & Future Scope 
 

Accuracy of prediction depends upon the activation function 

used and configuring composing factors of CNN with over 

fitting and under fitting avoidance. CNN are able to achieve 
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at least 50 % accuracy with little training and data. Pattern 

recognition and recommendation algorithms are in early 

stages and are yet to be explored further. As the demand for 

identification and recommendation will increase, need for 

introducing new features will increase. 
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