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Abstract: Attention deficit hyperactivity disorder (ADHD) is a standout amongst the most widely recognized disorder in school-age 

kids. To date, the determination of ADHD is for the most part subjective and investigations of target symptomatic strategy are of 

awesome significance. Although numerous endeavors have been made as of late to explore the use of structural and functional images 

of brain, for diagnosis, out of which a few are relevant for ADHD. Since the available dataset is unlabeled, we present a programmed 

grouping structure (k-means) to create clusters in view of MRI image of ADHD patients and normal subjects and present in detail 

highlight determination, and classifier preparing techniques. Classification algorithm K-Nearest Neighbor creates a classifier which 

classifies the input into the respective category.  
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1. Introduction 
 

ADHD is a standout amongst the most widely recognized 

disorder in school-age kids. Currently, Clinical analysis is 

used for detection of ADHD. Our method proposes more 

convenient and advanced way for the same. In clinical 

analysis, more human intervention is needed, which may 

create a possibility of human error. Clinical analysis takes 

more time as the period over which the patient is being 

observed may vary. Machine learning makes it simpler and 

accurate. Use of machine learning makes sure that error 

generated by the program is minimum. Working with a 

larger data set ensure more accuracy. Direct analysis can be 

made from MRI which makes it easier than to physically do 

clinical analysis. Clustering technique ensure that data being 

clustered is the best fit for the data set. Anomaly Detection 

helps find irrelevant data so. Hypothesis obtained makes sure 

that patient is being classified with least error. Output 

obtained from hypothesis is based on numerical values which 

are more reliable. 
 

2. Literature Survey 
 

Machine learning has been used many times as a solution in 

a medical fields. Various research papers have been written 

which use machine learning as a key concept for  a solution.  

number of diseases can be detected using machine learning. 

One approach would be to combine the clinical analysis with 

machine learning. Clinical analysis include  factors such as 

cognitive test ,solutions provide by students to cognitive 

tasks and images which specify the emotional state of the 

patient. This gives a brief information about behavioral 

conduct cognitive performance and emotional state. Face 

detection and feature extraction can be done by using 

machine  perception toolbox. Emotions can be classified by 

using machine learning algorithms like Knn.This approach 

can classify data more accurately. Emotion classification can 

help boost the results and a better view can be obtained at 

the data using this. Solutions are not a part of analysis as 

they require biological aspects. Focusing only on ADHD is a 

prime factor as patient may also have other disorders.
[1] 

 
ELM can also be used for classification of ADHD using 

MRI. Usual dataset consists of 200 to 300 subjects. Dataset 

is made of subjects having ADHD and normal people. High 

Resolution multidimensional images are used . Multiple 

brain features such as cortical thickness and cortical volume 

ae taken into consideration as input features. Out of 340 

cortical features, from 68 brain segments, 5 basic cortical 

features were considered. For feature extraction of cortical 

thickness, software called freesurfer was used. F-score and 

SFS methods were used. Support Vector Machine algorithm. 

Higher accuracy are being obtained by using machine 

learning than by using traditional method.Method  proposed 

only focuses on ADHD detection and does not provide a 

solution on medical basis. Successful ratio obtained between 

detection of ADHD and normal subjects. 

 

A better dataset means a data set which has more number of 

relevant input features and more subjects. Feature extraction 

can be performed using various tools. Freesurfer is a 

readymade software available for extraction of cortical 

thickness from structural MRI of brain. C-PAC software is 

used in extraction of functional connectivity. Unlabelled 

dataset can be labelled by using clustering algorithms. Once 

data is labelled it can be used in classification algorithms. 

MKL can be used to integrate multi modal features. 

 

The approach is by considering three user characteristics, 

which can be also used as variables in different contexts. 

These variables are:  behavioral conduct, executive functions 

performance, and emotional state. For inferring the ADHD 

symptomatic profile of a student and his/her emotional 

alterations, these features are used as input in a set of 

classification rules. Based on the testing of the proposed 

model, training examples are obtained. These examples are 

used to prepare a classification machine learning algorithm 

for performing, and improving, the task of profiling a 

student. 

 

Next approach is classifying adult’s (ADHD) based on 

spectra of EEG estimations. The examined test incorporates 

117 grown-ups (67 ADHD, 50 controls). The estimations are 

taken for four unique conditions: two resting conditions 
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(eyes open and eyes shut) and two neuropsychological 

errands (visual nonstop execution test and passionate 

consistent execution test). We separate the example into four 

informational collections, one for each condition. Every data 

set is utilized for preparing of four distinctive support vector 

machine classifiers, while the output of classifiers is 

combined using logical expressions got from the Karnaugh 

graph. The outcomes demonstrate that this approach 

enhances the separation amongst ADHD and control groups, 

and also between ADHD subtypes. 

 

According to one research paper about multiclass 

classification for the differential diagnosis on the ADHD 

subtypes using recursive feature elimination and hierarchical 

extreme learning machine: Structural MRI Study, 159 

structural MRI images of children were taken. Depending 

upon this input we get the output of this study. The algorithm 

proposed in this research was Exeter Learning Environment 

(ELE). Advantage of this research is Using H-ELM; 

maximum classification accuracy can be obtained in both 

binary as well as multiclass classification. The SVM-based 

recursive feature elimination algorithm makes classification 

significantly more accurate. The major limitation of this 

study was the imbalanced number of subjects from each 

diagnosis group, shared from each site. Pre-processing of 

structural MRI data is required .Usage of SVM and ELM 

provide lower accuracy as compared to H-ELM .And the 

output of this algorithm is Mapping the images which gives 

disordering of that data .Concluding,  by using H-ELM, the 

accuracy of the testing classification between multiple 

diagnosis groups can be increased. 

 

From our literature survey we learnt that ADHD detection 

can be made by analyzing structural and functional MRI of 

the brain.    

 

3. Proposed System 
 

 
Figure 1: System Diagram 

 

The proposed system consists of taking into parameters from 

the structural and functional MRI. Structural MRI of the 

brain gives anatomical features of the brain. Functional MRI 

measures brain activity by detecting changes associated with 

the blood flow. The input features necessary for detection 

are as follows 

1) Cortical Thickness: It is the thickness of cerebral vertex 
in the brain. Cortical thickness of patients with ADHD is 
slightly less as compared to that of a normal human brain. 
It plays a key role in memory and consciousness. The 
human cerebral cortex is 2-4mm(0.08-0.16 inches)  

2) Gray Matter Probability: Gray matter is a major 
component of the central nervous system, consisting of 
neuronal cell bodies. Lesser Gray matter in the CNS may 
also contribute to ADHD. 

3) Regional Homogeneity: It is voxel based measure of the 
brain activity which evaluates the similarity of 
synchronization. 

4) Functional Connectivity: It is measured as the 
correlation coefficient of time courses of any two voxels. 

 

Above features are most relevant for detection of ADHD. 

Dataset available is in unlabelled form that is the data 

available does not specify whether the given subject has 

ADHD or whether it is a normal subject  

 

A. Use of K- means clustering algorithm 

 

1) Need for clustering 

Initially we had a dataset of 850 people which includes MRIs 

of ADHD and normal people. As this dataset is unlabeled, 

we need to cluster this dataset in 2 parts (ADHD subjects 

and normal subjects). To do this clustering different 

algorithms are available such as K-means, fuzzy K-means 

hierarchal clustering, Gaussian clustering. Most accurate and 

faster to implement was K means and  K means is most 

suitable for our dataset we used K means algorithm for 

clustering so as to label our data with ADHD subjects and 

normal subjects. 
 

B. Use of Anamoly Detection 

 

1) Need for anamoly detection: 

After running k means algorithm on our dataset to label it, 

we need to find the inappropriate new input parameters 

provided by the user.If the values of new input parameters 

are not matching with our pre defined input parameter’s 

ranges then our anamloy detection algorithm should mark 

them as anamoly and should not accept that input. In 

statistics, this is called an "independence assumption" on the 

values of the features inside training example x.More 

compactly, the above expression can be written as follows: 

 

C. Use of K-NN (nearest neighbour) algorithm 

Need of k- NN: For binary classification K-NN is one of the 

most preferred algorithm. For the new input given by the 

user to detect whether that person belongs to ADHD or 

normal category we need to give the  new  input to the 

hypothesis of K-NN .This hypothesis works on the input and 

gives the desired output.   . 

 

K-Nearest Neighbors is a standout amongst the most 

fundamental yet basic grouping calculations in Machine 

Learning. It has a place with the administered learning space 

and finds extreme application in design acknowledgment, 

information mining and interruption recognition. It is 

generally expendable, all things considered, situations since 

it is non-parametric, which means, it doesn't make any basic 

suspicions about the appropriation of information (rather 

than different calculations, for example, GMM, which accept 

a Gaussian conveyance of the given information). We are 

given some earlier information, which orders arranges into 

bunches recognized by a quality. 
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In design acknowledgment, the k-closest neighbors 

calculation (k-NN) is a non-parametric technique utilized for 

order and regression. In the two cases, the info comprises of 

the k nearest preparing cases in the element space. The yield 

relies upon whether k-NN is utilized for clustering or 

classification 

 

In k-NN grouping, the yield is a class member. A protest is 

ordered by a greater part vote of its neighbors, with the 

question being appointed to the class most basic among its k 

closest neighbors (k is a positive number, normally little). In 

the event that k = 1, at that point the question is just 

relegated to the class of that solitary closest neighbor. 

 

In these, we first find the 10 nearest neighbors of the new 

given input.  

 

Introduction of algorithm: 

In our research, we had unlabelled dataset of around 1,000 

subjects. After applying k means algorithm, we got the 

labeling that is either zero or one(in our case).  

 

Need: 

As we have labeled dataset of 1000 disordered and normal 

individuals, we can apply supervised machine learning 

algorithm like knn to calssify a new input to existing groups 

 

Algorithm: 

K-Nearest Neighbors is a standout amongst the most 

fundamental yet basic grouping calculations in Machine 

Learning. It has a place with the administered learning space 

and finds extreme application in design acknowledgment, 

information mining and interruption recognition.  

 

It is generally expendable, all things considered, situations 

since it is non-parametric, which means, it doesn't make any 

basic suspicions about the appropriation of information 

(rather than different calculations, for example, GMM, 

which accept a Gaussian conveyance of the given 

information). We are given some earlier information, which 

orders arranges into bunches recognized by a quality. 

 

In design acknowledgment, the k-closest neighbors 

calculation (k-NN) is a non-parametric technique utilized for 

order and regression. In the two cases, the info comprises of 

the k nearest preparing cases in the element space. The yield 

relies upon whether k-NN is utilized for clustering or 

classification 

 

In k-NN grouping, the yield is a class member. A protest is 

ordered by a greater part vote of its neighbors, with the 

question being appointed to the class most basic among its k 

closest neighbors (k is a positive number, normally little). In 

the event that k = 1, at that point the question is just 

relegated to the class of that solitary closest neighbor. 

 

When we have a labeled dataset, we use it for finding nearest 

neighbors. After the new input is plot, we find the nearest 

available point in vicinity. So that the newly added point can 

be classified to the group of the nearest point.  But in some 

case it may occur the case shown in fig 1. Here, 5 objects 

from class A are closer and one from class B. Using previous 

approach, it is classified as class B, which may be not much 

accurate. Hence we use ‘k’ nearest neighbors. After k nearest 

neighbors are found out, we do voting of the groups. The 

most occurring or the most voted group wins and new input 

is added to that group. This is how we can classify a new 

input into existing classes. 

 

D. Normal Equation 

Our system has a hypothesis function: 

 
Where theta is a matrix containing parameters for the 

hypothesis and  x1,x2,x3,x4 are the input features used by 

the system which are cortical thickness, grey matter 

probability, regional homogeneity and functional 

connectivity respectively.  

 

We'd like to minimize the least-squares cost: 

 

Where  is the i-th subject (from a set of 135 samples) 

d  is the i-th expected result.To proceed, we'll represent 

the problem in matrix notation; this is natural, since we 

essentially have a system of linear equations here. The 

regression coefficients  we're looking for are the vector: 

 
Each of the 135 input samples is similarly a column vector 

with 4 rows,  being 1 for convenience. So we can now 

rewrite the hypothesis function as: 

 
When this is summed over all samples, we can dip further 

into matrix notation. To find the values for the theta we need 

to use the equation given below. 

 
which is the normal equation and X is the matrix which 

contains dataset of the system.  

 

This equation provides us with the parameters which are 

used in our hypothesis h(x).This hypothesis is then used to 

calculate our output (ADHD subject or normal subject). 

Normal equation in our case where we have binary 

classification has a much less accuracy. We obtained a 

accuracy. 

 

Abbreviations 

 

ADHD: Attention Deficit Hyperactivity Disorder 

KNN: K – nearest Neighbor 

ELM: extreme machine learning 

F-MRI: functional magnetic resonance imaging 

S-MRI: structural magnetic resonance imaging 

MKL :Multi Kernel Learning 

BC : behavioral conduct 

EEP: executive functions performance  

ES : emotional state  
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4. Conclusion 
 

The proposed system presented classification model of 

ADHD and normal peoples .In the given system 4 types of 

input parameters which are extracted from brain images 

.Feature selection is based on the advice of the radiologists. 

Then on the dataset of approx 1000 peoples which included 

MRIs of ADHD patients and normal peoples, we applied the 

k –means classification algorithm which classifies data in 

two clusters , one of ADHD patients and other of normal 

peoples. Then for a new input to detect whether an 

individual has ADHD or not, K- NN algorithm is used to 

detect the new input belongs to which category. 
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