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Abstract: Ischemic heart disease or coronary artery disease has been one of the most famous conditions discussed and researched 

about throughout the human history. William Harvey (1578–1657) physician to King Charles I is credited with discovering that the 

blood moves from the right ventricle of the heart through the lung and into the aorta, then the peripheral vessels, and back into the 

lung. The heart is like any other muscle in body. It needs an adequate blood supply to provide oxygen so that the muscle can contract 

and pump blood to the rest of the body. Not only does the heart pump blood to the rest of the body, it also pumps blood to itself via the 

coronary arteries. These arteries originate from the base of the aorta. Moreover, techniques that depend on the principle of intelligent 

systems and artificial neural networks are proven to be very efficient in the field of research 
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1. Introduction 
 

Genetic heritage, tobacco and alcohol intake, obesity, 

radiation exposure as well as having a poor and inactive 

lifestyle are some causes for abnormal food intake and thus 

providing higher risks of getting heart disease. For such 

reasons, Heart disease is considered as one of the most 

dangerous and unpredictable diseases nowadays. Much of 

research is done on the prevention of heart cardiovascular 

treatment. Innovative and modern technology is being 

implemented in the goal of providing proper diagnosis, 

prediction and in some cases treatments for heart disease. 

Artificial intelligence is one of the methods for approaching 

heart diseases and understanding its nature . One of the most 

popular types of Heart disease being approached by 

artificial intelligence. 

 

An Artificial Neural Network (ANN) is an imitation to the 

basic human brain operation and it is an interconnected 

neurons system that is capable of computing values using 

mathematical functions. To adapt to the environmental 

changes, a learning system has to change itself. In addition, 

Multi-layers ANNs are complex neural networks providing 

a nonlinear relationship of input-to-output results. Multi-

layer ANNs comprise of an input layer, a hidden layer and 

an output layer as illustrated in Fig. 1. Basically, the input 

layer provides an input value to the network and each of the 

input has a weighting factor, which identifies the effect of 

the network. As for the hidden and output info, they 

represent a function where the hidden layer is first 

computed, and then the results are used in computing the 

output layer. 

 

The data presented in this paper is patients suffering from 

heart diseases. This database is obtained for xx patient, each 

patient is represented with different information as input 

data such as the type of heart conditions, patient details (sex, 

age, tobacco consumption, alcoholic ) in addition to protein 

expression (p53, msh2,mlh1) and DNA mutations (bat25, 

bat26, mfd15, apc, d2s123). Furthermore, the output data 

will be represented with the actual behaviour of the blood 

pressure such as how long did and how many times the 

blood pressure conditions went back to appear. In addition 

the time it took to advance to other stages, the time the type 

of cholesterol spread and lead to patient’s death and whether 

or not the BP was the cause of death or there might be other 

causes of death (e.g. complications). 

 

2. Methodology 
 

The proposed ANN based prediction algorithm accurately 

predicts the patient’s Heart diseases records output by 

employing the ensemble method shown in Table I. In this 

method, the patient’s record is equally divided into 10 

window groups. In this method, the average of 10 ANN 

network functions under different combinations of 10 

window groups have been used in order to find out the 

predicted output, in addition to improving the prediction 

performance of a model with more accurate results. The 

proposed model is trained by using three different ANN 

networks which are cascade-forward back propagation 

network (NEWCF), feed-forward input time-delay back 

propagation network (NEWFFTD), and fitting network 

(NEWFIT), each network is trained by using ensemble 

methods under different combination of groups by applying 

two methods which are the averaging and voting methods. 

The averaging method is one of the major types of static 

committee machines. The network design for such method 

depends upon mean average of the networks. In addition, 

ensemble averaging depends on the mean average networks 

results. So in general, the whole idea of averaging method 

can be summarized by the following and generating N 

experts each having their initial values which are chosen 

from a random distribution. After that, each expert will be 

separately trained separately and finally, they are combined 

and their values are averaged. As for the voting method, it 

does not consider the level of significance by each network. 

This as a result, allows simple integration of all different 

sorts of network architectures. Majority voting is a simple 

voting method in which a group of unlabeled instance are 

performed depending on the class with the most frequent 

votes. This technique has been widely used to compare 

newly proposed methods. 
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Table 1: Sliding Window Method 
W1 W2 W3 W4 W5 W6 W7 W8 W9 W10 

W2 W3 W4 W5 W6 W7 W8 W9 W10 W1 

W3 W4 W5 W6 W7 W8 W9 W10 W1 W2 

W4 W5 W6 W7 W8 W9 W10 W1 W2 W3 

W5 W6 W7 W8 W9 W10 W1 W2 W3 W4 

W6 W7 W8 W9 W10 W1 W2 W3 W4 W5 

W7 W8 W9 W10 W1 W2 W3 W4 W5 W6 

W8 W9 W10 W1 W2 W3 W4 W5 W6 W7 

W9 W10 W1 W2 W3 W4 W5 W6 W7 W8 

W10 W1 W2 W3 W4 W5 W6 W7 W8 W9 

 

In the case of Artificial Neural Network model, the neuron 

behaves as an activation function f(.) producing an output y 

=f(net), where net is the cumulative input stimuli to the 

neuron and f is typically a nonlinear function of net, where 

xi indicates the inputs and wi indicate the weighting 

parameters. 

 
Output performances of the proposed algorithms are 

analysed using various parameters such as Sensitivity, 

Specificity, Accuracy, Receiver Operator Curve (ROC), 

and Area under the Curve (AUC) and Mean Square Error 

(MSE) value. Regression model is a statistical model for 

estimating the relationships among variables. It includes 

many techniques for modelling and analyzing several 

variables and statistical models to compare it with the ANN 

model, output performances of them are analysed using 

various parameters like Sensitivity, Specificity, Accuracy, 

Roc, AUC and MSE value. 

 

3. Findings 
 

The proposed ANN models are trained using three 

different ANN networks, namely NEWCF, NEWFFTD 

and NEWFIT[7][8]. First of all, randomly dividing the 

networks into two groups called training records and 

testing records[9][10][11]. Training records group contains 

about 70% of the total records, which are used to train the 

ANN by using 80% for training and 20% for validation of 

the ANN networks. The trained ANN networks are used to 

predict the output parameter of testing records group which 

contain 30% of total records. 

 

Moreover, three different methods have been used, average, 

voting, and regression model[12][13][14]. Table II shows 

the input variables used in the modelling analyses. Tables III 

and IV show the performance of three methods for various 

ANN training networks in which it follows the principle of 

70% training and 30% testing, while Tables V and VI show 

the predicted patients records for three methods and three 

different ANN trained networks using ensemble method. 

Sensitivity relates to the test’s ability to identify positive 

results which measures the proportion of actual positives 

which are correctly identified as such. While specificity 

relates to the test’s ability to identify negative results, which 

measures the proportion of negatives which are correctly 

identified. The accuracy is the proportion of true results 

(both true positive and true negative) in the population. 

 

Sensitivity=TP/(TP+FN) 

Specificity=TN/(TN+FP) 

Accuracy = (TP+TN)/ (TP+FP+TN+FN 

Table 2: Input Variables Used in the Modeling Analysis. 

Input Variables 

1) Age 

2) Sex 

3) Chest pain type (4 values) 

4) Resting blood pressure 

5) Serum cholesterol in mg/dl 

6) Fasting blood sugar > 120 mg/dl 

7) Resting electrocardiographic results (values 0,1,2) 

8) Maximum heart rate achieved 

9) Exercise induced angina 

10) Old peak = ST depression induced by exercise relative 

to rest 

11) The slope of the peak exercise ST segment  

12) Number of major vessels (0-3) colored by flourosopy 

13) Thal: 3 = normal; 6 = fixed defect; 7= reversible defect 

 

Table 3: Performance of ANN Networks Train Records 

Results Analysis 
Methods Sensitivity Specificity Accuracy 

Average 78.1818 86.25 82.963 

Voting 74.5455 88.75 82.963 

Regression Model 63.6364 73.75 69.63 

 

Table 4: Performance of ANN Networks Train Records 

Results Analysis MSE and AUC Values 
Methods MSE Value AUC 

Average 0.1378 0.9009 

Voting 0.133 0.9048 

Regression Model 0.1995 0.7398 

  

Table 5: Performance of ANN Networks Test Records 

Results Analysis 
Methods Sensitivity Specificity Accuracy 

Average 65.2174 74.2857 70.6897 

Voting 60.8696 77.1429 70.6897 

Regression Model 52.609 50 51.034 

  

Table 6: Performance of ANN Networks Test Records 

Results Analysis MSE and AUC Values 

Methods MSE Value AUC 

Average 0.1908 0.728 

Voting 0.1956 0.7193 

Regression Model 0.1335 0.5745 

 

Fig 2-5 show the ROC plot of heart disease records of 

average method and regression model for NEWCF, 

NEWFFTD and NEWCF networks, while Figs. 6-9 show the 

ROC plot of heart disease test records of average method 

and regression model. 

Paper ID: 30081803 DOI: 10.21275/30081803 794 



International Journal of Science and Research (IJSR) 
ISSN: 2319-7064 

Index Copernicus Value (2016): 79.57 | Impact Factor (2017): 7.296 

Volume 7 Issue 9, September 2018 

www.ijsr.net 
Licensed Under Creative Commons Attribution CC BY 

 

 

 

 

 

 
 

Paper ID: 30081803 DOI: 10.21275/30081803 795 



International Journal of Science and Research (IJSR) 
ISSN: 2319-7064 

Index Copernicus Value (2016): 79.57 | Impact Factor (2017): 7.296 

Volume 7 Issue 9, September 2018 

www.ijsr.net 
Licensed Under Creative Commons Attribution CC BY 

 
 

4. Conclusions 
 

The proposed ensemble model, the artificial neural network 

algorithm using two methods averaging, voting and for 

various artificial neural network functions such as feed-

forward input time-delay back-propagation network, 

cascade-forward back propagation network and radial basis 

network, successfully and accurately predicted patient’s 

records. Output performances of records are analyzed using 

various parameters such as Sensitivity, Specificity, 

Accuracy, ROC, AUC and MSE value and the results show 

that artificial neural network methods obtain better 

predictive performance than could be obtained from 

regression models and that was all based on the different 

validations of the artificial neural networks. 
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