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Abstract: The Content Based Image Retrieval (CBIR) system is applicable for the retrieval of digital images by using their visual 

contents such as color, shape and texture. In our proposed we had used color as a visual content for the retrieval of images. HSV color 

space has been used to extract the color feature from the image. This paper presents an approach to overcome from the semantic gap 

challenge which comes from the high-level human semantics. This paper present a technique to overcome from such challenge and the 

technique is to applied an elliptical mask on the image and divide the image into five regions i.e., top left, top right, bottom left, bottom 

right and centre of the image. For the similarity matching chi-square distance has used. This paper also presents an application 

implementation of the CBIR system for the analysis of fake news. The retrieval results were obtained by applying the HSV histogram on 

the dataset of around 1025 images of various categories like flower, buses, politician, Egyptian pyramid and nature related images. 
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1. Introduction 
 

The main concern in CBIR is the need for an effective and 

efficient feature extraction method for image representation, 

which conforms to the subjective human perception. This 

subjectivity transpires at all semantic levels while analyzing 

images because different users in the same situation or the 

same user in different circumstances may investigate or 

classify the same image differently. This inconsistency 

between image retrieval, by using low-level image features 

and high-level human semantics, is termed as the “semantic 

gap”. 

  

In this study, we limited our goal to developing a general 

comprehensive algorithm for retrieving the images based on 

primitive visual features. Color is the most expansively used 

visual feature for image retrieval. Color features are 

relatively robust to the viewing angle, translation, and 

rotation of the regions of interest in an image. In general, two 

types of image features are used to describe an image: 1) 

color feature 2) holistic structure features. The difference 

between these features is not always distinct. If spatial 

distribution is considered when extracting color features of 

an image, then the color features can be considered as 

holistic structure color features. Thus, we used an approach 

to retrieve images based on color feature extraction by using 

color descriptor named as color histogram (CH).  

 

The CH represents the distribution of color contents 

effectively in an image when the color pattern is unique 

compared with the remaining the data set. The CH is easy 

and fast to compute and very robust for translation and 

rotation about the view axis. It is used for image retrieval by 

many commercial systems, such as QBIC, and academic 

systems such as NETRA, RETIN, KIWI, and Image Minor. 

To calculate the color histogram we used HSV color model 

in our proposed work and we had used the 8 bins for Hue 

channel, 12 bins for saturation channels and 3 bins for Value 

channels and according to it our each image is represent as a 

vector which contains 288 values of floating point number.  

The second main concern in CBIR is the selection of an 

effective and efficient similarity matching function, which 

can do the matching of the two feature vectors of the images 

and gives the accurate result. There are various choices 

available for the similarity matching for the feature vectors 

of the images like Euclidean distance, Manhattan distance 

and chi-square distance etc. but in our proposed work we had 

chosen chi-square distance for our similarity matching 

function. 

 

 
Figure 1: Basic block diagram for CBIR. 

 

The paper is organized as follows: Sec. 2 provides a rigorous 

literature survey. The methodology used in this paper is 

presented in Sec. 3. Other existing methods are mentioned 

briefly in this section as well. Sec. 3 also describes the 

proposed algorithm, whereas the experimentation is given in 

Sec. 4.  Finally, Sec. 5 concludes the paper and throws light 

on the scope of future work. 

 

2. Literature Survey 
 

Zhang et al. extracted low-level features by using a 3-

dimensional dominant color vector (H, S. and V) and a 24-
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dimensional Gabor feature vector. This paper proposed a 

new approach for digital image retrieval by using 

intermediate semantic features and multi-step search. This 

approach suggests a new direction from the existing image 

retrieval approaches, which works with high- or low-level 

semantic features. Unlike the existing systems in literature, 

the proposed system was capable of capturing regional and 

global features using semantic and low-level features. The 

results suggested that this system had notable advantages and 

is more promising compared with the existing techniques. In 

addition, it has a powerful SQL-based retrieval interface to 

support semantic and low-level retrieval.  

 

Li et al. represented the image by computing the HSV 

histogram as a color feature, pyramid wavelet transform 

(PWT) by using the Haar wavelet as a texture feature (in 

YCbCr color space), and an edge histogram as a shape 

feature (in YCbCr color space). This study focused on 

solving the small sample size problem and improving the 

capability of a kernel machine compared to traditional SVM-

based RFs.  

 

Hong et al. used visual features, such as CM and wavelet 

moments, for computing feature vectors and comparing the 

query image and database images by using Mahalanobis 

distance.  

 

Gosselin and Cord exploited the color and texture 

information using the L*a*b* space and Gabor filters, 

respectively. Tests were conducted on the generalist COREL 

photo database containing 50,000 pictures. This method 

merged all the semantic information based on binary 

annotations provided by users during retrieval sessions. 

Therefore, the kernel matrix framework, which offers 

acceptable properties of matrices and efficient combinations 

with kernel-based techniques for image retrieval classifiers, 

was adopted.  

 

Rui et al. used the CH and CM and co-occurrence matrix for 

the COREL test set in an interactive approach using 

relevance feedback. Similarity matrix used for CH vectors 

was CH intersection and that for CM was Euclidean distance 

(ED). The authors also used the MESL test set for which the 

visual features used are the CH, CM, Tamura, co-occurrence 

matrix, Fourier descriptors, and Chamfer shape descriptors. 

Chamfer matching was used for Chamfer shape 

representation, whereas weighted ED was used for the 

remaining features.  

 

Broilo and Natale presented the feature vector comprising of 

32 CH bins, 9 CMs, 16 edge histograms and wavelet texture 

energy values. The HVS color space was used to extract the 

CM, and the RB space was used for the CH. Weighted ED 

was used for similarity matching. The image retrieval 

problem was formulated as an optimization problem and was 

solved by using particle swarm optimization.  

 

Jiang et al. used a 9-dimensional CM in the LUV color 

space, a 64-dimensional CM in the HSV space, a 10-

dimensional coarseness vector, and 8-dimensional 

directionality (Tamura’s) texture features for low-level 

feature vectors. The experiments were conducted on COREL 

gallery. Generalized manifold ranking-based image retrieval 

for images was proposed in this study. The proposed method 

was observed to better than the existing learning methods 

such as MRBIR, whether or not the query image was in the 

database, which makes it more suitable for real applications.  

 

Bian and Tao  used the CH in the HSV color space, a 128-

dimensional CCV in the L*a*b* space, and a 9- dimensional 

CM feature in the LUV color space. The texture and shape 

features were extracted using a wavelet transform and the 

edge directional histogram, respectively. Wenjin Chena et al.  

reported the improvement of an Image Guided Decision 

Support (IGDS) system, which was shown to reliably 

discriminate among malignant lymphomas and leukameia 

that are sometimes confused with each other during routine 

microscopic evaluation. 

 

3. Methodology and Proposed Algorithm 
 

The primitive features required to compute an image feature 

vector are color and holistic structure features. If spatial 

distribution is considered when extracting color features of 

an image, then the resultant feature vector is considered to 

give high retrieval accuracy. Thus, at the very first step we 

have to choose an image descriptor by which we could 

retrieve the features 

 
Figure 2: The pipeline of an image descriptor 

 

In our proposed we had chosen color histogram as our image 

descriptor and we used HSV color space to calculate the 

Color Histogram of the images. Now, after this our job is 

that to apply this image descriptor to each image and 

calculate the features vector from each image and store them 

in database. 

 
Figure 3: Representation of extracting feature vector. 

 

At this stage we have bunch of feature vectors and now we 

have to match them with the query image for the retrieval of 

results. So, now we have to define a similarity function for 

the matching and we have chosen chi-square distance as our 

similarity function. In figure it is shown that how matching 

has done by using chi-square distance as a similarity function 

in this process of matching each vector of the database image 

has matched with the query image vector and it gives  

 
Figure 4: Showing the matching using chi-square distance 

Paper ID: ART2019919 DOI: 10.21275/ART2019919 1311 



International Journal of Science and Research (IJSR) 
ISSN: 2319-7064 

Index Copernicus Value (2016): 79.57 | Impact Factor (2017): 7.296 

Volume 7 Issue 8, August 2018 

www.ijsr.net 
Licensed Under Creative Commons Attribution CC BY 

a single value as a result of matching of two vectors and we 

have to store that value in a different vector in a sorted 

manner.  

 

Proposed Algorithm 

 
 

4. Results and Discussion 
 

The retrieval of results are based on color descriptor and 

these results indicated that that color structure based features 

gives more information than texture features. In our dataset 

we have various categories of images like flower, buses, 

politicians etc. the details of the dataset is shown in the 

following table. In our proposed work the retrieval of the 

images on the basis of their visual contents by the use of 

their primitive features under which we have various choices 

like color feature, shape feature and texture etc. but in our 

proposed work we had chosen color feature for the retrieval 

of images and to extract the color feature we had chosen 

HSV color space. Along with the retrieval images we will 

also shown the histogram representation of the retrieved 

images which gives the more clear understanding that how 

the images are similar with each other. 

 

Table 1: Dataset description 
Parameters Dataset 

Number of images 1025 

Number of vectors per image 5 

Floating point numbers  288 

 Hue channels  8 

Saturation channels 13 

 Value channels 3 

Total floating point numbers 1440 

In our proposed work we had taken a dataset of 1025 images 

which contain the images from various categories like 

politicians, flowers, buses, Egyptian pyramids etc. 

 

4.1 Results 

 

 

 
 

Evaluation of the results has been done on the basis query 

image that we had applied as an input image so let’s take a 

case study for an image which illustrate how all the working 

has been done. In this case study we are showing the 

histogram representation of query images and the histogram 

of  resultant images are shown in the table 2 and we took a 

case study of politician images. Each histogram containing 
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the 1440 bins for an image as we mentioned earlier that there 

are 8 bins for the hue channel, 12 bins for the saturation 

channel and 3 bins for the value channel so, according to this 

we have total 288 bins for one image but our image has been 

partitioned into five regions by using an elliptical at the 

centre which breaks the image into five regions named top 

left, top right, bottom left, bottom right and centre of the 

image. So, each image is defined by the 1440 bins of 

histogram 

 

Table2: Histogram Representation 

 
 

5. Summary and Conclusion 
 

The proposed work used HSV color model in order to 

extract the color features from the images and on the basis of 

these features the retrieval of similar images has to be done 

and as we had divided our image into five segments the 

accuracy gets increased. In proposed work we had used chi-

square distance as a similarity function which gives much 

accurate results in case of histogram matching chi-square 

distance helps in increase the accuracy of the system. After 

we get the similarity vector then we sort that vector and 

retrieve those results which are relevant for us or retrieve the 

number of images that we want. 

 

The main concern in CBIR is the need for an effective and 

efficient feature extraction method for image representation, 

which conforms to the subjective human perception. This 

subjectivity transpires at all semantic levels while analyzing 

images because different users in the same situation or the 

same user in different circumstances may investigate or 

classify the same image differently. This inconsistency 

between image retrieval, by using low-level image features 

and high-level human semantics, is termed as the semantic 

gap. 

 

There are various applications where we could implement 

our proposed work like if we talk about the image based 

news where we are having an image and on the basis of that 

image the whole being manipulated but by the use of this 

system we can retrieve similar kind of images if database 

consist all the related images and then we can check the 

authenticity of that image. Second application would be we 

can use our system to diagnose the disease in vegetables or 

plants as we know there are some fix pattern in the disease of 

plants or vegetables like if talk about black spot disease then 

leaf of plants having some black spot on the basis of these 

signs we can diagnose the diseases in plants or vegetables. 
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