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Abstract: Object recognition is a process for identifying a specific object in an image. Object recognition algorithms depends on 

matching , learning , or pattern recognition algorithms using appearance- based or feature - based techniques . Object recognition 

techniques include feature extraction and machine learning models, deep learning models such as CNN. Deep learning with 

convolution neural networks (CNN) has been proved to be very effective in feature extraction. CNN is comprised of one or more 

convolutional layers and then followed by one or more fully connected layers.In Image classifications, the work with classifiers aims at 

exploring the most appropriate classifiers for high level deep features. The features extracted from the image play an important role in 

image classification. Feature extraction is the process of retrieving the important data from the raw data. Feature extraction is finding 

the set of parameters that recognize the object precisely and uniquely. In feature extraction, each character is represented by a feature 

vector, which becomes its identity. The major goal of feature extraction is to extract a set of features, which maximize the recognition 

rate. In this work, the features extracted from CNN applied as input to train machine learning classifier and perform image 

classification. A systematic comparison between various classifiers is made for object recognition. 
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1. Introduction 
 

Object recognition system finds specific object in an image 

using object recognition techniques.  Object recognition is 

difficult in case of defining an object with different 

backgrounds.  In this paper ,we will discuss  object 

recognition techniques provides  feature extraction, machine 

learning models and deep learning models such as 

Convolution Neural Networks (CNN).In machine learning, 

feature isdefined as process of studying the characteristic of 

an image or object being observed. Unique features perform 

an essential function in pattern recognition and 

classification. Feature extraction is process of retrieving the 

important data from raw data.  Feature extraction is locating 

the set of parameters that apprehend the object precisely and 

uniquely. The main purpose of feature extraction is to 

extract a set of functions, which maximize the recognition 

rate.A convolution neural network (CNN) is a category of 

deep, feed ahead artificial neural networks that has 

efficiently has been carried out to reading visible imaginary 

(Fig. 1). CNN are used to recognize images by transforming 

the input image via layers. CNN has visual cortex. CNN 

consists of collection of layers of neurons get activated. 

Each layer will detect the features of input image such as 

edge detection. The excessive stage of layers will discover 

greater complex capabilities in order to recognize the input 

image. 

 
Figure 1: Convolution Neural Network 

 

Image classification  is a process  to categorize all pixels in a 

virtual image  into one among several land cover classes, or 

themes .This categorised statistics may additionally then be 

used to produce thematic maps of the land cover present in 

an picture. In the terminology of machine learning 

classification is considered an example of supervised 

learning i.e.mastering where a training set of correctly 

identified observations is available. Classifier is a set of 

rules that implements class particularly in a concrete 

implementation. 

 

2. Related Work 
 

Object recognition   is the hardest part of image processing. 

Object recognition is an important a part of computer vision 

due to the fact it's miles intently associated with the success 

of many computer vision applications. Some of object 

recognition algorithms and systems have been proposed for 

a long time with a view to cope with recognition problems. 

A survey of different strategies inside the discipline of 

computer vision and object recognition are discussed. Object 

recognition is essential for lots of applications in the area of 

independent structures or business manages.  Several ideas 

of various object recognition approaches such as feature 

based methods and characteristic-primarily based strategies 

are presented. The capabilities of present day item 

popularity algorithms, which belong to appearance based 

totally methods are discussed. SIFT (scale invariant feature 

transform) and SURF (speeded up robust features) both are 

well known algorithms of the feature-based strategy [1]. 

 

Object recognition is a critical challenge in image processing 

and computer vision. Affine scale invariant feature 

transform (ASIFT) is amethod for object recognition with 

complete boundary detection and a vicinity merging 

algorithm [2]. ASIFT is a completely affine invariant 

algorithm which means that capabilities are invariant to 6 

affine parameters specifically translation (2 parameters), 

zoom, rotation and two camera axis orientations. The 

features are very reliable and supply us strong key points 

that may be used for matching between different images of 

an object. An object in several images is skilled with one of 
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kind factors for finding excellent key points of it.  A robust 

area merging algorithm is the used to recognize and detect 

the object with complete boundary in the different images 

primarily based on ASIFT key points and a similarity degree 

for merging areas within the image. Image segmentation is 

to partition an picture into significant areas with appreciate 

to a selected application.Previous paper presents the 

interaction among Image segmentation using different edge 

detection methods and object recognition [3]. Edge detection 

techniques which includeSobel, Prewitt, Roberts, Canny, 

and Laplacian of Gaussian (LOG) are used for segmenting 

the image. Expectation-Maximization (EM) algorithm, 

OSTU and genetic algorithms have been used to 

demonstrate the synergy among the segmented images and 

object recognition. 

 

3. Proposed Work 
 

Deep learning is the hottest learning technique has been 

widely explored in machine learning, computer vision 

[4].Deep learning is a branch of machine learning which 

uses multiple, nonlinear processing layers to learn useful 

representations of features directly for data (Fig. 2).Features 

extracted from CNN applied as input to train machine 

learning classifier. A systematic comparison between 

various classifiers is made for object recognition. In this 

paper, we  present a study of Nearest Neighbour (NN) [5] , 

support Vector Machine (SVM) [6], least Square support 

Vector Machine (LSSVM) [7], extreme Learning Machine 

(ELM) [8], kernel ELM (KELM) [9] for object recognition 

on the deep convolutional activation features trained by 

CNN.Convolution Neural Networks (CNN) are composed of 

several inter-connected hidden layers which process and 

transforms inputs to outputs. They are inspired from the 

biological structure of the visual cortex (the part of the brain 

responsible for sight). Convolution layers map inputs to 

certain neurons in different regions (Fig. 4). Convolution 

layers account for non-linearity in the model.  Pooling layers 

down sample the data to reduce the number of inputs to the 

next layer. The final layer is fully connected, mapping to 

each input into single output. 

 

 
Figure 2: Deep learning Workflow 

 

 
Figure 3: Block Diagram for Object Recognition 

 
Figure 4: Convolutional layers 

 

4. Classification 
 

In this paper, we investigated the classification ability of 

deep representation on different domain data.  Deep features 

extracted are applied to train classifiers Support Vector 

Machine(SVMs) and Extreme Learning Machine (ELMs) 

SVMs/ELMs training, and compare the classification 

accuracy.  

 

a) Support Vector Machine 

The principle of SVM for image classification problems is 

revised[10]. Given a training set of N data 

points{𝑥𝑖 , 𝑦𝑖}𝑖=1
𝑁 , where the label  𝑦𝑖 ∈  −1,1 , 𝑖 = 1, … , 𝑁 . 

SVM aims to solving the risk bound minimization problem 

with inequality constraint. 

min
1

2
| 𝑤 |2 +  𝐶.   ξi

𝑁

𝑖=1
 

𝑠. 𝑡. 𝜉𝑖 ≥  0, 𝑦𝑖 𝑤
𝑇𝜑 𝑥𝑖 + 𝑏 ≥ 1 − 𝜉𝑖 (1) 

 

Where 𝜑(. )is a linear or nonlinear mapping function, w and 

bare the parameter of classifier hyper-plane.The original 

problem of SVM can be transformed into its dual 

formulation with equality constraint by using Lagrange 

multiplier method.  

𝐿 𝑤, 𝑏, 𝜉𝑖, ∝𝑖 , 𝜆𝑖 =
1

2
  𝑤  

2
+  𝐶.   ξi𝑁

𝑖=1 (2)−  𝑁
𝑖=1 ∝𝑖  𝑦𝑖 𝑤

𝑇𝜑 𝑥𝑖 + 𝑏 −

1+𝜉𝑖−𝑖=1𝑁 𝜆𝑖ξi 

Where ∝𝑖≥ 0 𝑎𝑛𝑑𝜆𝑖 ≥ 0  are Lagrange Multipliers. The 

solution can be given by the saddle point of Lagrange 

function (2) by solving 

maxmin𝐿 𝑤, 𝑏, 𝜉𝑖, ∝𝑖 , 𝜆𝑖 (3) 

 

By calculating the partial derivatives of Lagrange function 

(2) with respect to w, b and ξi , one can obtain 

 
 
 

 
 

𝜕𝐿 𝑤 ,𝑏 ,𝜉𝑖 ,∝𝑖 ,𝜆𝑖 

𝜕𝑤
= 0 → 𝑤 =   𝑁

𝑖=1 ∝𝑖 𝑦𝑖𝜑 𝑥𝑖 

𝜕𝐿 𝑤 ,𝑏 ,𝜉𝑖 ,∝𝑖 ,𝜆𝑖 

𝜕𝑏
= 0 →   𝑁

𝑖=1 ∝𝑖 𝑦𝑖 =  0

𝜕𝐿 𝑤 ,𝑏 ,𝜉𝑖 ,∝𝑖 ,𝜆𝑖 

𝜕𝜉𝑖
= 0 → 0 ≤∝𝑖≤ 𝐶

     (4) 

Then one can rewrite (3) as 

𝑚𝑎𝑥   𝑁
𝑖=1 ∝𝑖−

1

2
𝑦𝑖𝑦𝑗 ∝𝑖∝𝑗 𝜑 𝑥𝑖 𝑇𝜑 𝑥𝑗 s.t.  𝑁

𝑖=1 ∝𝑖 𝑦𝑖 =

0  , 0 ≤∝𝑖≤ 𝐶   (5) 

By solving α of the dual problem (5) with a quadratic 

programming, the goal of SVM is to construct the following 

decision function (classifier), 

f(x)=sgn(  ∝𝑖 𝑦𝑖𝑘(𝑀
𝑖=1 𝑥𝑖 ,𝑥) + 𝑏) (6) 

where k(.) is a kernel function. 
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b) Least Square Support Vector Machine: 

LSSVM is an improved and simplified version of SVM. 

LSSVM can be formulated as 

min
1

2
  𝑤  

2
+  𝐶.

1

2
  𝑁

𝑖=1 ξi2                     (7) 

𝑠. 𝑡.   𝑦𝑖 𝑤
𝑇𝜑 𝑥𝑖 + 𝑏 = 1 − 𝜉𝑖, 𝑖 = 1 … . . 𝑁 

The details can be referred to [11] 

 

The Lagrange function of (7) can be defined as 

𝐿 𝑤, 𝑏, 𝜉𝑖, ∝𝑖 =
1

2
  𝑤  

2
+  𝐶.

1

2
  𝑁

𝑖=1 ξi2           (8) 

−  
𝑁

𝑖=1
∝𝑖  𝑦𝑖 𝑤

𝑇𝜑 𝑥𝑖 + 𝑏 − 1 + 𝜉𝑖  

where is the Lagrange multiplier. The optimality conditions 

can be obtained by computing the partial derivatives of (8) 

with respect to the four variables as 

 
 
 
 
 

 
 
 
 

𝜕𝐿 𝑤, 𝑏, 𝜉𝑖,∝𝑖 

𝜕𝑤
= 0 → 𝑤 =   

𝑁

𝑖=1
∝𝑖 𝑦𝑖𝜑 𝑥𝑖 

𝜕𝐿 𝑤, 𝑏, 𝜉𝑖,∝𝑖 

𝜕𝑏
= 0 →   

𝑁

𝑖=1
∝𝑖 𝑦𝑖 = 0 ………………………… .  (9)

𝜕𝐿 𝑤, 𝑏, 𝜉𝑖, ∝𝑖 

𝜕𝜉𝑖
= 0 → 0 ≤∝𝑖≤ 𝐶

𝜕𝐿 𝑤, 𝑏, 𝜉𝑖, ∝𝑖 

𝜕 ∝𝑖

= 0 →  𝑦𝑖 𝑤
𝑇𝜑 𝑥𝑖 + 𝑏 − 1 + 𝜉𝑖 

  

The equation group (9) can be written in linear equation as 

 
Where z=[ 𝜑 𝑥1 𝑦1 …𝜑 𝑥𝑁 𝑦𝑁]𝑇  

Y =[ 𝑦1  , … , 𝑦𝑁]𝑇  ,  

1 =
  [ 1 , … ,1]𝑇 , 𝜉 = [ 𝜉1  , … , 𝜉𝑁]𝑇 , 

∝= [ ∝1 , … , ∝𝑁]𝑇  

The solution ∝ and b can also be given by  

   

 0 −𝑌𝑇

𝑌 𝑍𝑍𝑇 + 𝐶−1𝐼
  

𝑏
∝
 =  

0
1
 ……………. (11) 

 

Let Ὠ = 𝑍𝑍𝑇  with the mercer condition, there is  

Ω𝑘 ,𝑙 = 𝑦𝑘𝑦𝑙𝜑 𝑥𝑙 
𝑇 = 𝑦𝑘𝑦𝑙𝑘 𝑥𝑘 , 𝑥𝑙 , 𝑘, 𝑙 = 1, … , 𝑁… (12) 

 

By substituting (12) into (11), the solution can be obtained 

by solving a linear equation instead of a quadratic 

programming problem in SVM. 

 

c) Extreme Learning Machine 

ELM aims to solve the output weights of a single layer feed-

forward neural network (SLFN) by minimizing the squared 

loss of predicted errors and the norm of the output weights 

in both classification and regression problems. The principle 

of ELM for classification problems [12]. Given a dataset of 

N samples with label ܂  where d is the dimension of sample 

and c is the number of classes. Note that if 𝑥𝑖(𝑖 = 1 … . . 𝑁) 

belongs to the k-th class, the k-th position of𝑥𝑖(𝑖 = 1 … . . 𝑁)  

is set as 1, and -1 otherwise. The hidden layer output matrix 

H with L hidden neurons can be computed as 

 
 

ELM can be formulated as follows 

min𝛽𝜖 𝑅𝐿×𝑐
1

2
 𝛽 2 + 𝐶

1

2
  𝜀𝑖 

2𝑁
𝑖=1  ……….(14) 

𝑠. 𝑡. ℎ(𝑥𝑖)𝛽 = 𝑡𝑖
𝑇 − 𝜀𝑖

𝑇 , 𝑖 = 1, . . . , 𝑁 ↔ 𝐻𝐵 = 𝑇𝑡 −𝜀𝑇  

 

The closed form solution  of (14) can be easily solved. 

First, if the number N of training patterns is larger than L, 

the gradient equation is over-determined, and the closed 

form solution of (14) can be obtained as 

𝛽∗ = 𝐻∗𝑇 = (𝐻𝑇𝐻 +
𝐼𝐿×𝐿

𝐶
)−1𝐻𝑇𝑇………… (15) 

 

where  I L× 𝐿denotes the identity matrix with size of L, and  

is the Moore-Penrose generalized inverse of H. If the 

number N of training patterns is smaller than L, an under-

determined least square problem would be handled. The 

solution of (14) can be obtained as 

𝛽∗ = 𝐻∗𝑇 = 𝐻𝑇(𝐻𝐻𝑇 +
𝐼𝑁×𝑁

𝐶
)−1𝑇 ………… (16) 

where  I𝑁 × 𝑁denotes the identity matrix. Then the 

predicted output of a new observation z can be computed as 

𝑦 = ℎ(𝑧)𝛽∗ =  
ℎ(𝑧). (𝐻𝑇𝐻 +

𝐼𝐿×𝐿

𝐶
)−1𝐻𝑇𝑇,   𝑖𝑓𝑁 ≥ 𝐿

ℎ(𝑧). 𝐻𝑇(𝐻𝐻𝑇 +
𝐼𝐿×𝐿

𝐶
)−1𝑇, 𝑖𝑓𝑁 < 𝐿

 …(17) 

 

d) Kernelized Extreme  Learning machine: 

The KELM can be described as follows [13]. Let   

Ὠ=𝐻𝐻𝑇 ∈ ℜ𝑁 × 𝑁  whereΩi,j=ℎ(𝑥𝑖 ,)h(𝑥𝑗 , )=k(𝑥𝑖 ,𝑥𝑗 , ) and k 

(∙)is the kernel function. With the expression of solution β 

(16), the predicted output of a new observation z can be 

𝑦 = ℎ 𝑧 𝛽∗ 

= ℎ(𝑧). 𝐻𝑇(𝐻𝐻𝑇 +
𝐼𝑁×𝑁

𝐶
)−1𝑇         …….. (18) 

=   
𝑘(𝑧, 𝑥1)

⋮
𝑘(𝑧, 𝑥1)𝑇

𝑇

  (Ὠ +
𝐼𝑁×𝑁

𝐶
)−1𝑇 

 

 The decision function of KELM can be expressed uniquely 

in (18) 

 

5. Dataset 
 

Examples of object images from two sources: Amazon (1st 

row), DSLR (2nd row).Different visual cues such as camera 

viewpoint, resolution, illumination, and background have 

been well illustrated. This paper performs a cross-domain 

recognition task [14].  In this, we train a SVM/ELM on the 

Amazon and test on DSLR, i.e. A→D. 
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Figure 5: Images from Amazon and DLSR 

 

6. Results 
 

The comparison of two classifiers, the Extreme Learning 

Machine (ELM) and the Support Vector Machine (SVM) is 

considered for performance. Experiment demonstrates that 

the ELMs outperform SVMs in cross-domain recognition 

tasks. Experimental results clearly demonstrate that ELMs 

outperform SVM based classifiers in different settings. In 

particular, Kernel ELM (KELM) shows state-of-the-art 

recognition performance among the presented 5 popular 

classifiers.  

 

Table 1: Comparison of classification accuracy 
Trained Image 

(Amazon) 

Tested Image 

(DLSR) 

Accuracy 

  

Method A -> D 

NN 78.7± 0.59 

SVM 80.5± 0.79 

LSSVM 82.5± 0.54 

ELM 82.59±0.54 

KELM 83.9± 0.44 
 

 

Recognition accuracies of different cross- domain tasks by 

using NN, SVM, LSSVM, ELM and KELM on the deep 

convolutional activation features. 
 

 
Figure 6: Classification accuracy of various learning 

techniques 

 

Table 2: Comparative study of object recognition 

techniques 
Methods Accuracy 

Rate 

Time Efficiency User 

Rate 

Deep Learning High (85%) High 80% 

Affine scale invariant 

feature transform (ASIFT) 

Moderate 

(76%) 

 60% 

Background subtraction Moderate Moderate 40% 

Optical Flow Moderate High 20% 

Frame Differencing High Low to Moderate 30% 

 

7. Conclusion 
 

In this paper, All the main terminology of object detection 

have been addressed. These include object detection 

methods, feature selection and object classification. Features 

extracted from CNN applied as input to train machine 

learning classifier. A systematic comparison between 

various classifiers is made for object recognition. The 

comparison of two classifiers, the Extreme Learning 

Machine (ELM) and the Support Vector Machine (SVM) is 

considered for performance. Experiment demonstrates that 

the ELMs outperform SVMs in cross-domain recognition 

tasks. 
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