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Abstract: People today tend to use social media as their platform to share reviews or opinions, including about their work. Therefore, 

public opinion and sentiments are some of the most important factors for a company to take advantage of. It can be used as a source to 

be analyzed and extracted to valuable insights. When used appropriately, employee sentiment analysis can provide more effective tools 

for determining key factors such as job satisfaction than internal surveys or other conventional methods. By getting a clearer picture of 

employee sentiment, companies can identify areas where employees are dissatisfied and devise strategies to increase engagement and, in 

turn, improve employee productivity and retention. 
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1. Introduction 
 

In the current era of globalization where technological 

developments and information dissemination are increasing, 

every organization or company is required to do its best and 

be able to survive all challenges. To be able to maintain its 

existence, the company must have the right strategy to 

achieve its goal. The success of a company in achieving its 

goals cannot be separated from the existence of human 

resources that contribute to meet the needs of the company 

[1].  

 

Employee retention, especially in the technology industry, 

has been a major concern for organizations today [2]. The 

employee turnover rate among Fortune 500 companies in the 

IT industry is the highest among all industries surveyed [2]. 

Some fairly reputable technology companies including 

Google and Amazon are at the top of the list [2]. One way for 

companies to retain their workforce is by prioritizing what 

matters most to their workforce, ensuring that employees are 

motivated and enthusiastic to work every day and better 

understand employee sentiments [3]. 

 

Employee sentiment analysis provides a more effective tool 

than internal surveys or other conventional methods [4]. 

Unfortunately, many organizations still use annual employee 

surveys to assess satisfaction, engagement, and culture in the 

workplace. Though comprehensive, this type of survey 

spends a lot of time on Human Resources and quickly 

becomes obsolete because as the Human Resources team will 

examine the data and turn the feedback into valuable insights, 

new problems will arise. 

 

The penetration of global internet users around the world is 

amounted at 3.773 billion [5]. This means that active internet 

users in the world reach 50% from the 7.476 billion of total 

population [5]. The phenomenon of internet development 

makes the behavior of people express opinions also change. 

People today tend to use social media as their platform to 

share reviews, opinions, and opinions, including about their 

work [6]. Therefore, public opinion and sentiment are some 

of the most important factors for a company to take an 

advantage of. This can be used as a source to be analyzed 

and extracted to valuable insights. If used appropriately, 

employee sentiment analysis can provide more effective tools 

for determining key factors such as job satisfaction than 

internal surveys or other conventional methods. 

 

As companies with the shortest tenure, the author picks 

Google and Amazon as a case study. The data of Google and 

Amazon will be crawled through the reviews contained in job 

site called Indeed (www.indeed.com) and it will be analyzed 

by using Naïve Bayes Classifier. It is one of algorithms 

which is well-known and used to mining the opinion and 

offering ease of use as well as quick processing time [7]. 

 

2. Literature Review 
 

2.1 Sentiment Analysis 

 

Sentiments analysis is in charge of detecting, extracting 

and/or summarizing opinion, polarity and/or emotion, usually 

based on the presence of sentiment features [8]. In most 

cases, sentiment analysis is treated as a classification 

problem, with categories of opinions and facts, positive and 

negative, or levels in the emotion category [8]. 

 

2.2 Naive Bayes Classifier 

 

Naïve Bayes Classifier is one of the simplest and most 

commonly used classification methods in research. This 

classification calculates the category probabilities based on 

the number of word distributions in the dataset. This 

classification uses Bayes' theorem to predict the likelihood of 

features that have been labeled according to predetermined 

categories [9]. 

 

3. Methodology  
 

We divided the study into 4 stages, starting with data 

collection, data classification, data preprocessing, and 

evaluation. 
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Figure 1: Research Stages 

 

Data collection describes the process of data crawling. 

Preprocessing data describes the process of compiling the 

data. Data classification describes the process of categorizing 

data by dimension and sentiment. The evaluation describes 

the classification results by measuring performance. 

 

3.1 Data Collection 

 

Data collection from the www.indeed.com job site is 

obtained by the crawling process with a 1-year data period 

from January 2017 - December 2017. The total number of 

data collected is 7,070 with a proportion of 377 Google 

reviews and 6,693 Amazon reviews. To clear the data, all 

text will go through the preprocessing stage first. Some text 

that does not fit into any category will be deleted. 

 

3.2 Data Classification 

 

Prior to the establishment of training data and test data, 

irrelevant data such as sentiments or opinions that are not 

suitable for any category will be deleted. The results of 

review selection considered relevant will be classified by its 

category and sentiment as written in the following table: 

Table 1: Category Classification 

Text Category 

The culture is intense Culture 

Ample opportunity for advancement Career 

Management was fair and respectable Management 

Free food, snacks, incredible benefits Benefits 

Work/life balance was pretty flexible Work/Life Balance 

 

Table 2: Sentiment Classification 

Text Sentiment 

High salary and great work benefits Positive 

No career advancement opportunities Negative 

 

3.3 Data Preprocessing 

 

After categorizing the review, this research will continue with 

the preprocessing phase of data to prepare the input data to 

be analyzed afterwards. The preprocessing activities are done 

through 3 stages, including tokenization, filtering and 

stemming. Tokenize serves to remove all non-letter 

characters and to divide a text into small, meaningful 

elements such as sentences and words. Filter stopwords serve 

to eliminate unnecessary words. Stem is a process to convert 

the word to its original word. 

 

After going through the data filtering process stage, the 

amount of data that has been filtered as much as 2094 data 

with total net data of 403 reviews for Google and 4573 

reviews for Amazon. 

 

3.4 Evaluation 

 

The classification of texts is done using the Naive Bayes 

method. The value of performance evaluation must be taken 

into account in this classification method so that the text in 

this study can be trusted at the time of its implantation. 

Measurement can be done with the performance matrix 

method as follows: 

Table 3: Performance Matrix 

 
Predicted Label 

Positive Negative 

Actual 

Label 

Positive True Positive (TP) False Negative (FN) 

Negative False Positive (FP) True Positive (TP) 

 

1) TP (True Positive): class classification that is predicted to 

be positive and predicted by a positive classification system. 

 

2) TN (True Negative): class classification that is predicted 

to be negative and predicted by a negative classification 

system. 

 

3) FP (False Positive): class classification is negative but 

predicted by a positive class classification system. 

 

4) FN (False Negative: class classification is positive but 

predicted by a negative class classification system. 

 

The mathematical equations and explanations of the above 

parameters are described below: 

 

1) Recall: this measurement is used to identify how many 

methods can be remembered by correct text groupings.

 Recall =          (1) 

 

2) Precision: this measurement ratio is used to see how 

precisely the textual classification method in predicting text. 

Precision =         (2) 

 

3) Accuracy: this measurement is used to test the accuracy of 

text classification methods that have been made. 

Accuracy =      (3) 

 

4) F-Measure: this measurement is a combination of precision 

and recall measurements. 

F-Measure=   (4) 

 

5) Kappa: this measurement is used to measure the agreement 

between each of the anotator pairs in which the annotator is 

used to assess the making of a text classification method. 

K =          (5) 

The table below shows the interpretation of kappa values in 

the classification method which shows the quality and 

performance of text classification methods that have been 

constructed by the researchers. If the kappa value is more 

than 0.75 then the text classification method can be 

concluded very well [10]. 
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Table 4: Kappa Score Interpretation 
Kappa Score Description 

<0 Less than Chance Agreement 

0.01-0.20 Slight Agreement 

0.21-040 Fair Agreement 

0.41-0.60 Moderate Agreement 

0.61-0.80 Substantial Agreement 

0.81-0.99 Almost Perfect Agreement 

 

4. Results and Analysis 
 

Accuracy, Kappa, Precision, Recall and F-Measure are 

methods used for evaluating the performance of sentiment 

analysis. Performance evaluation results of category and 

sentiment classification model using Naive Bayes Classifier 

are as follow: 

Table 5: Performance Evaluation Results of Category 

Classification 

Company Accuracy Kappa Recall Precission 
F-

Measure 

Google 91.88% 0.890 86.23% 85.62% 85.92% 

Amazon 87.33% 0.822 85.54% 81.75% 85.00% 

 

Table 5 above shows the results of category classification 

using Naive Bayes Classifier. For Google, the accuracy 

shows about 91.88% with kappa score of 0.890. This means 

that the classifier has a high percentage of accuracy as 

evidenced by the kappa score stands above 0.80 which 

classified as almost perfect agreement (Landis & Koch, 

1977). For Amazon, the accuracy shows about 87.33% with 

kappa score of 0.822. This means that the classifier has a 

high percentage of accuracy as evidenced by the kappa score 

stands above 0.80 which classified as almost perfect 

agreement (Landis & Koch, 1977). The F-Measure of both 

companies is 85.92% for Google and 85.00% for Amazon, 

this shows the harmonization of precision and recall values 

from the classification process works well. 

Table 6: Performance Evaluation Results of Sentiment 

Classification 

Company Accuracy Kappa Recall Precission 
F-

Measure 

Google 96.86% 0.932 96.44% 97.26% 96.84% 

Amazon 92.06% 0.822 93.43% 89.78% 91.56% 

 

Table 6 above shows the results of sentiment classification 

using Naive Bayes Classifier. For Google, the accuracy 

shows about 96.86% with kappa score of 0.932. This means 

that the classifier has a high percentage of accuracy as 

evidenced by the kappa score stands above 0.80 which 

classified as almost perfect agreement (Landis & Koch, 

1977). For Amazon, the accuracy shows about 92.06% with 

kappa score of 0.822. This means that the classifier has a 

high percentage of accuracy as evidenced by the kappa score 

stands above 0.80 which classified as almost perfect 

agreement (Landis & Koch, 1977). The F-Measure of both 

companies is 96.84% for Google and 91.56% for Amazon, 

this shows the harmonization of precision and recall values 

from the classification process works well. 

 

The interaction that related to Google and Amazon is mapped 

to understand the sentiment classification. Figure below will 

explain the sentiment classification result of each category. 

To review issues that exist in Google companies, this will be 

analyzed through the negative sentiments of each category 

with the following proportions: 

 

 
Figure 2: Google Sentiment Classification Results based on 

Category 

 

As shown in Figure 2, this indicates that career category has 

the most dominant negative sentiment in Google when 

compared to other categories. 

 

To review issues that exist in Amazon companies, this will be 

analyzed through the negative sentiments of each category 

with the following proportions: 

 

 
Figure 3: Amazon Sentiment Classification Results based on 

Category 

 

As shown in Figure 3, this indicates that management 

category has the most dominant negative sentiment in 

Amazon when compared to other categories. 

 

5. Conclusion 
 

This paper presents a method of sentiment analysis that is 

accomplished based on Naive Bayes algorithm. In our 

opinion, the method we use in this research is better in the 

term of real-time processing capability compared to 

conventional way. 

 

In this study, we found that data classification was able to 

separate sentiments correctly. The classification of categories 

and sentiments using the Naive Bayes Classifier has a high 

percentage of accuracy. This is evidenced by the Kappa score 

of each company stands above 0.80 which is categorized as 

Paper ID: ART20182855 DOI: 10.21275/ART20182855 1678 

../IJSR%20Website/www.ijsr.net
http://creativecommons.org/licenses/by/4.0/


International Journal of Science and Research (IJSR) 
ISSN (Online): 2319-7064 

Index Copernicus Value (2016): 79.57 | Impact Factor (2017): 7.296 

Volume 7 Issue 5, May 2018 

www.ijsr.net 
Licensed Under Creative Commons Attribution CC BY 

Almost Perfect Agreement (Landis & Koch, 1977). F-

Measure of both companies shows the harmonization of 

precision and recall values from the classification process 

works well. 

 

This method can be applied in other sector. Our suggestions 

for future research, in order to increase the accuracy and 

kappa of sentiment, stop word dictionary must be enriched 

and reduce the text ambiguity because one sentence may 

contain more than one meaning.  
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