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Abstract: This paper carries study of Neural Network and analyses the effects of number of neurons in the hidden layer of the network 

on the output. This paper also contains study of conventional optimization methods for ascertaining the number of hidden neurons and 

analyses of neural network performance. Implementation of optimization criterion based on estimation of  Signal to Noise Ratio Figure, 

Sum Squared Error and Delta Value method for ascertaining the number of hidden neurons and analyses of neural network 

performance. Comparison of results by using the methods as mentioned in the above points is presented here. 
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1. Introduction 
 

Study of Neural Network is done and structure of a neural 

network is studied. The significance of hidden neurons is 

analyzed and the effect of varying the number of hidden 

units is studied. A certain number of hidden units are taken 

initially. The number of hidden neurons are optimized using 

the criterion based on Sum Square Error. The number of 

hidden neurons are optimized using the criterion based on 

Signal to Noise Ratio Figure. The number of hidden neurons 

are optimized using the criterion based on  Delta Value. 

Comparison of methods used above.  

 

1.1 Constructive Algorithms 

 

In constructive algorithms the network structure is built 

during the training process by adding hidden layers, nodes 

and connections to a minimal neural network architecture. 

 

1.2 Pruning Algorithms 

 

In pruning algorithms the network structure is reduced by 

cutting down hidden layers, nodes and connections to a large 

neural network architecture resulting into a minimal 

structure. 

 

SSE Method 

The input and output values are normalized. 

 

Number of neurons in the hidden layer to lie between  l < m 

< 2l, where „m‟ is the number of nodes in the hidden layer, 

„l‟ is the number of nodes in the input layer. 

 

The weights of the network, i.e., the weights from input to 

hidden neurons [V] and weights from hidden to output 

neurons [W] are initialized to a small random value between 

-1 and 1.  

 

For the training data, one set of inputs and outputs is 

presented. The pattern is presented to the input layer „I‟, as 

inputs to the input layer, then the outputs of the input layers 

are evaluated as,  

OI = II 

Inputs to the hidden layer are computed by multiplying 

corresponding weights to the synapses as,  

IH = V
T
 * OI 

 

The units of the hidden layer evaluate the output using the 

sigmoidal function. 

OH=1/(1+e
-IHi

) 

 
The inputs to output layer  are calculated by multiplying the 

corresponding weights of the synapses as 

Io = WT * OH 

 

The output layer units evaluate the output using   sigmoidal 

function as, 

 

Oo=1/(1+e
-Ioj

). 

 

This is the network output. 

The value of error and the difference between the network 

output and the desired output for a training set is calculated, 

Error = (To – Oo)
2
 

 

2. Problem Formulation 
 

SNRF estimation for one dimensional function 

approximation is given below. 

 

Training data are uniformly spaced.   

X ⊂ R1 
The error signal, 

ei = si + ni = si + βmi          (i = 1,2,...N) 

 

The energy signal,   

Es+n = Es + En 

Es+n = C(ei ,ei)  

= Σ ei
2  

 

High level of correlation between two neighboring samples 

of s. Thus, 

C(si,si-1) ≈ C(si,si) 

                       

Due to the nature of WGN, noise of a sample is independent 

of noise on neighboring samples: 
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 C(ni,ni-1) = C(βm, βm-1)    

 = 0 

 

where, ni-1  represents the circularly shifted replica of ni.  

 

SNRFe  

 
In order to detect the existence of useful signal in e, the 

SNRF of e has to be compared with SNRF of WGN 

estimated using the same number of samples. 

 

SNRFWGN  

 
SNRFWGN  is independent of noise level β. 

The average value of SNRFWGN can be obtained. Its 

program is as follows:  

patterns = [0.2 0.8 0.006 0.747 0.0064 0.283; 0.6 0.4 0.0019 

0.603 0.003 0.156; 0.9 0.1 0.0005 0.351 0.0018 0.041; 0.1 

0.9 0.065 0.883 0.066 0.337];   

desired_out = [ 0.814; 0.667; 0.358; 0.54]; 

sse_rec = []; 

sse = 10; 

eta = 0.6;         

alpha = 0.8; 

patterns = [patterns ones(size(patterns,1),1) ];  

num_inp = size(patterns,2);      

num_hid = 6;   

num_out = size(desired_out,2);  

w1 = 0.5*(1-2*rand(num_inp,num_hid-1));  

w2 = 0.5*(1-2*rand(num_hid,num_out));    

dw1_last = zeros(size(w1));              

dw2_last = zeros(size(w2)); 

epoch = 0;                               

while sse > 0.01 

winp_into_hid = patterns * w1;   

hid_act = 1./(1+exp( - winp_into_hid));  

hid_with_bias = [ hid_act ones(size(hid_act,1),1) ];  

winp_into_out = hid_with_bias * w2;  

out_act = 1./(1+exp( - winp_into_out));  

output_error = desired_out - out_act;    

sse = trace(output_error'*output_error); 

sse_rec = [sse_rec sse];                  

deltas_out = output_error .* out_act .* (1-out_act); 

deltas_hid = deltas_out*w2' .* hid_with_bias .* (1-

hid_with_bias); 

deltas_hid(:,size(deltas_hid,2)) = [];   

dw1 = eta * patterns' * deltas_hid + alpha * dw1_last; 

dw2 = eta * hid_with_bias' * deltas_out + alpha * dw2_last; 

w1 = w1 + dw1; w2 = w2 + dw2;            

dw1_last = dw1; dw2_last = dw2;  

epoch = epoch + 1; 

epoch < 5000; 

 if rem(epoch,50)==0      

 disp([' Epoch ' num2str(epoch) '  SSE ' num2str(sse)]); 

 disp (['W1' mat2str(w1,3) 'W2' mat2str(w2,3)]);         

end 

end 

figure(1); 

plot(sse_rec,'r'); xlabel('Epochs'); ylabel('Sum squared error 

(SSE)'); 

 

3. Simulation and Testing 
 

Simulation Data 
Node1  Node 2  Node 3  Node 4  Node 5  Node 6  Output 

0.2 0.8 0.006 0.747 0.0064 0.283 0.814 

0.6 0.4 0.0019 0.603 0.003 0.156 0.667 

0.9 0.1 0.0005 0.351 0.0018 0.041 0.358 

0.1 0.9 0.065 0.883 0.066 0.337 0.54 

 

4. Results and Discussions 
 

 
6 Hidden Units 

 
7 Hidden Units 

 
8 Hidden Units 
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9 Hidden Units 

 
epochs No. of hid  units  500 700 

6 0.03769 0.027375 

7 0.038782 0.031463 

8 0.034565 0.027593 

9 0.03341 0.023964 

10 0.033518 0.024608 

11 0.032286 0.019739 

12 0.045251 0.028538 

 

5. Conclusions 
 

Values of sse computed for different hidden neurons suggest 

that the suitable number of hidden neurons here are 11 

which gives lowest error. DV Method when applied to the 

network under consideration, suggests 11 neurons as the 

right number of neurons for the network for the given 

desired output.  
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