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Abstract: As known that K-means algorithm is the one of the common and popular technique for solving clustering problems. In fact, 

there are many k-means algorithms for solving the clustering problem such as Lloyd’s k-means clustering algorithm, hierarchical 

k-means algorithm, also Grid based k-means algorithm etc. In the classical k-means algorithm the selected value of k must be confirmed 

first. So, the resulting clusters mainly depend on the selection of the initial centroids. It is not simple job to select the accurately value of k 

or to know exactly number of clusters for the given data set. So that in this paper propose new algorithm that called improvement of 

k-means clustering algorithm by GA that algorithm will be able to automatic find the best initial centers and appropriation of clusters 

according to the given data set. 
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1. Introduction 

 
The term clustering can be defined as groping together an 

object that are similar to each another in the same cluster and 

also are dissimilar to those objects in another cluster. Or 

clustering is a just the process of classifying an object into 

different groups or it just the partition of a data set into subsets 

(clusters), so that the given data in each group (ideally) have 

nearly common trait often, due to some defined distance 

measured. Clustering is an unsupervised classification 

technique where there is no prior knowledge to that given data 

set is available. Cluster analysis is an important method in data 

mining field, hence it divides an unlabeled sample set into 

several sub-categories according to some sort of guidelines 

making similar samples grouped together and dissimilar 

samples divided into different classes as far as possible. Over 

the world the people have been create many applications 

related to the cluster analysis process in order to overcome the 

practical problems around us, in the really world example the 

researcher take the organized whether data to predicts the 

different whether conditions it is known that to understand the 

earth climate it require to find the patterns in the atmosphere 

and ocean so, that the cluster analysis is applied to find those 

required patterns in the atmosphere pressure of the polar 

regions and those areas of the ocean that have impact on the 

earth climate condition. Also, the cluster analysis process is 

mainly used in now days world advertisement purpose this is 

done after well organize and analysis the data based on 

customer’s needs. Cluster analysis technique application helps 

the government to bring the social services in right place for 

the sake of reducing the distance travelling by the people to 

that place. 

 

Genetic algorithm (GA) is a stochastic optimization technique 

in which by biological evolution. The genetic algorithm is a 

popular technique that has wide range of solving many kinds 

of problem, it mimic the process of biological evolution, and 

genetic algorithm is composed with the following operators, 

Selection operator is the operator in which the best solution 

has high probability to be selected for the reproduction, 

Crossover operator in this operator it produces the new 

off-spring (individual) by combination of the old ones and 

Mutation operator it involve the random changes to the 

individual. 

 

2. K-means algorithm 
 

2.1 Overview of the K-means algorithm 

 

The K-means clustering algorithm is simply defined as a type 

of unsupervised learning that actually used when we have 

unlabeled data, (i.e. the data with no defined groups or 

categories). The main goal of the k-means clustering technique 

is to find the groups of the given data, with number groups 

always represented by the K variable. This algorithm words 

iteratively to allocate each of the given data point to the one of 

the K groups based on their features that provided before. The 

data points are clustered based on their similarities. 

Consider the following set of data points below: 

 

    (1) 

The Set of the cluster is: 

C    = {c1, c2…ck.}                                             (2) 

Also, the target is： 

µk = mean of the cluster Ck 

The squared error is: 

                                (3) 

The sum of squared errors is: 

                                      (4) 

The result of the K-means clustering algorithm contain the 

following: 
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Inputs: 

K: the number of clusters. 

D: a data set containing n objects. 

 

Output: 

Set of k clusters. 

 

Method:  

Step 1: The randomly choose k objects from given data set as 

the initial cluster centers; 

Step 2: Repeat 

Step 3: Re assign every object to the cluster in which the object 

is the mostly closer or similar, this will be based on mean value 

of the elements in the cluster. 

Step 4: Update the cluster means, this is done by calculate the 

mean value of the elements(objects) for each cluster. 

Step 5: until no change 

 

2.2 Description of K-means algorithm in a step wise 

 

The algorithm contains of 4 main steps 

1) Initialization  

This is a first step in which data set, number of clusters 

and the centroids that we defined for each cluster. 

2) Classification  

In here the distance is computed for each and every 

centroid from a data point and for those data point with 

shortest distance from the centroid of a cluster could be 

assigned to that particular cluster. 

3) Centroid Recalculation 

The recalculation is done as, if the data point is near to any 

of the centroid, then we have to compute the mean value 

and then change the old centroid value with the mean 

value and again compute (calculate) the distance with 

other data point and updated cluster centers. 

4) The Convergence Condition Some convergence 

conditions are given as bellow:  

4.1 Stopping when the algorithm reaches a given or 

defined number of iterations 

4.2 Stopping when there is no again exchange of data 

points between the clusters 

4.3 Stopping when a targeted threshold value is achieved. 

5) If incase all of the above conditions are not well satisfied, 

then go to step number 2 and the all steps repeat again, 

until when the given conditions are satisfied. 

  

The existing k-means algorithm still has the main weakness of 

accuracy of convergence which is depend on approximation of 

the initial centroids [W.T.R Fernando. R. Wijewera and 

D.M.N.K Dasanayaka] and also the existing algorithm needs 

to specify the value of k in advance. 

 

2.3 The main K-means weakness  

 

The k-means algorithm is a good method to solve many 

clustering problems but still have main two problems which 

are: 

1) The existing k-means algorithm is weak on finding the 

accuracy for the convergence. 

2) Also, the k-means algorithm still has weakness to 

automatically approximate the number of cluster or the 

value of k, this means that in the existing k-means 

algorithm the user himself should specify the value of k in 

advance. 

 

3. Genetic Algorithm 
 

The genetic algorithm it originally developed by John Holland 

in (1975). Genetic algorithm is a search heuristic that imitate 

the process of evolution, it uses the concept of “Natural 

selection” and “Genetic inheritance” (Darwin 1859). The 

natural selection Darwin’s theory of evolution state that the 

only organism best adopted to their environment tend to 

survive and transmit their genetic characteristic on increasing 

number to succeeding generations while those less adopted 

tend to be eliminated. Biological our bodies are made up by 

trillions of cells, each cell has core structure called nuclear that 

contain our chromosomes. Also, the chromosomes are 

composed (made) up of tightly coiled strands of 

deoxyribonucleic acid (DNA). The genes are segments of 

DNA that determine specific traits, such as eye, hair or color. 

And we have more than 20,000 genes. A gene mutation is an 

alteration in your DNA, it can be transmitted from generation 

to generation (inherited) or acquired during your life time. The 

genetic algorithm is operating by maintain and manipulating 

the population of solutions with called chromosome 

[Sivananda &Deepa, 2008]. Every chromosome has its own 

fitness value which determine measure of the degree of the 

goodness of the solution encoded in it. We use the fitness value 

in order to guide us during the selection of the chromosomes, 

which are then used in generation of new offspring or 

candidate solutions through the crossover and mutation 

operators. The crossover operator it generates the new 

offspring by combine the two or more sections of the selected 

parents. For the mutation operator it is done by randomly 

selected a part of chromosome (gene) which is then altered, the 

three genetic algorithms operator’s selection, crossover and 

mutation will continue for a fixed number of generation or 

until a termination condition is meet. Genetic algorithm has 

wide range in application like in neural networks, machine 

learning, pattern recognition, image processing etc. 

 

The flow chat is very important to show up the flow of 

activities of any process, so, here is the flow chat for the 

genetic algorithm technique. 
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Figure 1:  GA flow chart 

 

4. The improved k-Means Clustering 

Algorithm by GA 
 

Here let us see how the proposed method will be able to solve 

the problems of the existing algorithm, as known that the 

proposed method involves the genetic algorithm based on 

clustering technique to solve the existing problems, by using 

best approximation of the initial centroids and automatically 

appropriate the number of clusters or the value of K for the 

given data set, this means that no need to specify the value of K 

in advance. These two techniques of approximate the best 

initial centroids and automatic approximate the clusters 

number is possible under this genetic algorithm clustering 

technique. 
 

4.1 Representation 

 

This part explains how to encode the solution, let us assume k 

value to lie between the range of Kmin and Kmax in which the 

value of Kmin is 2, or otherwise is specified. The length of our 

string is Kmax, also the individual gene position in the 

chromosome will represent the actual center or a null value. 

 

 
Figure 2: Representation of an individual 

 

4.2 Population Initialization 

 

The initialization of the population is done by randomly 

choose Ki points from the given data set, the chosen points 

then are also randomly distributed to form a chromosome. This 

can be clearly explained by the example bellow. 

Let us assume Kmin = 2 and the Kmax = 8. The random 

number Ki = 3 for the chromosome i. This means that the 

chromosome will be encoded with 3 centers. Let the 3 clusters 

centers are (51.6, 72.3) (18.3, 15.7) (29.1, 32.2) that 

(randomly chosen from the given data set) and then we 

perform random distribution of those chosen points or centers 

in the chromosome, it may be look like this 

 

 
Figure 3: Chromosome and Gene 

 

4.3 Calculation of the fitness for individuals 

 
The fitness can be accessed by involve two cases. 

The first case is: there are clusters that will be formed or 

resulted during the encoding of the centers in the 

chromosomes. So that each point Xi, i =1, 2…, n, are assign 

the any one of the clusters Cj which has the center Zj such that 

         (5) 

Then when the clustering is done those cluster centers that 

have been encoded in the chromosome will be replaced by the 

points of the corresponding clusters. For the cluster Ci, the 

new center will be calculated as 

                          (6) 

Consider the three points that have been chosen before during 

initialization of population that were (51.6, 72.3) (18.3, 15.7) 

(29.1, 32.2) with (51.6, 72.3) as their center, let the resulting 

cluster contains two more points, (50.0, 70.0) and (52.0, 74.0) 

besides itself i.e., (51.6, 72.3).  

 

Therefore, the newly computed cluster center will become 

((50.0+52.0+51.6)/3, (70.0+74.0+72.3)/3) = (51.2, 72.1). The 

new cluster center (51.2, 72.1) now replace the previous value 

of (51.6, 72.3). 

 

                                                             (7) 

 

                                      (8) 

 

The fitness function is defined as: 

                                                                      （9） 

 

This fitness function represents the sum of square of distances 

between the object and their centroids. So that when we 

maximize the fitness function this mean that we reduce or 

minimize the µ value. This is our aim to minimize the sum of 

squares of distances in clusters from their centroids. 
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4.4 Genetic algorithm operators 

 

a. Selection  

It is commonly known that why we involve the selection 

operator in our algorithm this is because we need to reproduce 

more copies of the individual whose fitness values are higher. 

The selection operator plays important role to driving the 

search forward hence it will produce good solution within 

short period of time. In this algorithm conventional 

proportional selection will be applied on the population of 

strings. The chromosomes with higher fitness value is going to 

be selected for the production of the new offspring during the 

crossover operator. The rest of chromosome with lower fitness 

value will be removed or discarded, after the selection the best 

top three individuals from the rest will be stored for further use 

in mutation operator.  

 

b. Crossover 

The crossover operator is one that is used to exchange the 

information among two different chromosomes in order to 

produce the two off springs in this paper the one-point 

crossover is applied with fixed probability value Pc = 0.8 as 

shown below with good example of the given chromosomes. 

 

 
Figure 4: One-point crossover 

 
Let the crossover position be 2

nd
 positions for the given 

chromosome above. So that the resulting offspring will be look 

like 

 
Figure 5: The resulted offspring 

 

c. Mutation 

The mutation operator will be done by random selection a part 

of chromosome (gene) within the chromosome of an 

individual, then after random select the mutation point to be 

changed we first check if the selected point (gene) is null or 

coordinates, if the gene is null it will be replaced by gene of the 

coordinates from any of the best top three individual stored 

during the selection operator. Or if the selected gene contains 

coordinate (not null) it will be replaced by null gene from any 

of the best top three individuals. 

  

5. Experiments and Results 
 

In this part or section will contain some activities that have 

been carried out to obtain the output results, it will include the 

name and description of the data set used during the during the 

experimental analysis process and some parameters used in 

proposed algorithm. 

 

 

 

 

 

5.1 Data set description 

 

As we know that the data set are very important resource in the 

research during the experimental analysis process in order to 

get the results on what kind of problem you try to solve. So, 

that in my research there are three-artificial data sets that 

involve in the experimental analysis, the name for the datasets 

are Circular_4_3, Circular_5_2 and Circular_6_2. Those three 

artificial data sets were generated using the uniform 

distribution, also, the name of each data set will imply the 

structure of the classes and concatenated with the number of 

clusters that are actually presented in the data set itself with 

number of dimensions. For example, let us take the data set 

called Circular_5_2 in this data the clusters appear to be 

circular in nature, so, there are 5 clusters in this data set and 

also the dimension of the cluster is 2. 

Also, the experiment involves one data set from the UC Irvine 

repository which is called iris data set, the iris data set is 

composed of 150 as number of objects(element) in it, with 4 

attributes namely as Width Sepal, Petal Length, Sepal Length 

Width Petal. The iris data set has got three different classes 

which are Iris virginica, iris Setos, and Iris versicolor, the 

actual number of clusters in the iris data set is 3. 

The table below summarize the details explanation on those 

three-artificial and iris data set used as follow below 

 

Table 1: Shows summary of the data set used 

S.No Data set 

name 

Number of 

objects in data 

set 

Number of 

clusters 

Dimension 

1 Circular_4_3 1200 4 3 

2 Circular_5_2 500 5 2 

3 Circular_6_2 600 6 2 

4 Iris 150 3 4 

 

Note 

It is known that before starting clustering the dataset the first 

thing which is very important to do is pre-processing the data 

this is because, the data are various type with different 

attributes which have different value for different types, range, 

so, that we need to do pre-processing by convert the 

categorical attribute to binary attributes, for example, an 

attribute indicating the sex (male or female) here 1 can be used 

to represent male and 0 to represent female. 

 

5.2 Results 

 

Before display the results of the proposed method it’s better to 

give definition on the type of parameter used during the 

experimental analysis. And brief explanation on what kind of 

data set used as explained above, also the obtained results of 

the proposed method will be compared with classical k-means 

algorithm or the k-mean algorithm without genetic algorithm. 

The implementation of the proposed method is done under the 

following parameters. 

The maximum iteration is: 70. 

The population size is: 100. 

Crossover percentage is: 0.8 

Mutation rate is: 0.02 
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The table below include the result that observed by the new 

proposed method and then compared with the result obtained 

by the algorithm without GA. 

 

Table 2: Result of the proposed method 
Data set 

Number 

Objects in 

Data set 

Number of 

clusters detected 

by GA 

Iteration of 

K-means 

without GA 

Iteration of 

K-means with 

GA 

1 1200 4 70 30 

2 500 5 97 65 

3 600 6 102 70 

4 150 2 39 25 

 

 
Figure 6:  Circular_4_3 data set distribution. 

 

 
Figure 7: The better clustering done by proposed method for 

the Circular_4_3 data set. 
 

 
Figure 8: Circular_5_2 data set distribution. 

 

 
Figure 9: The better clustering done by proposed method for 

the Circular_5_2 data set. 
 

 
Figure 10: Circular_6_2 data set distribution. 

 

 
Figure 11: The better clustering done by proposed method for 

the Circular_6_2 data set. 
 

 
Figure 12: Iris data set distribution. 
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Figure 13: The better clustering done by proposed method for 

the Iris data set. 
 

Based on our table 2 and figures 7, 9, 11, 13 above, it can be 

seen clearly and judge the performance of the proposed 

method, which involves the genetic algorithm, the method 

gave us better clustering result compare to the that clustering 

method without genetic algorithm.  
 

1. Conclusion 
 

In this proposed method it explains how to solve the problem 

of accuracy of convergence in k-means clustering algorithm by 

using the genetic algorithm technique. The method introduces 

how to find initial centroid of the cluster for the given data set 

using GA which is very power full technique that is mainly 

used in many clustering algorithms. But for the best result the 

most modified genetic algorithm operator should be studded 

and technical implemented for further improving of this 

k-means clustering algorithm. 
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