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Abstract: Network design is widely used in practice in an ever wider range of applications. The shortest path models is one of the core models of network design and as we know well in one of NP-complete Problem in network design. This paper presents a multi-agent genetic algorithm to the shortest path routing problem; this algorithm is named MAGA-Rout. Priority-based encoding and decoding have been used for encoding the chromosome (strings). In this algorithm, we design a variant of weight mapping crossover operator based on neighborhood so as to obtain useful information from its neighbors and avoid random recombination. Results after experimentation for a sample test network have been presented to demonstrate the capabilities of the proposed approach to generate a much better quality of solution (route optimality) and much higher rate of convergence than other algorithms.
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1. Introduction

The Shortest Path Problem (SPP) is to find the shortest path between two nodes, from specified source node S to another specified destination node D is a well-known problem in network analysis. Shortest path algorithms have been the subject of several researches, which has given rise to a certain number of algorithms for various conditions and constraints [1-3]. Recent studies have focused on time-dependent graphs [4, 5].

Moreover, the traditional routing problem has been a single objective problem having the aim to minimize the total distance or travel time. However, in many applications dealing with the design and efficient use of networks, the complexity of the social and economic environment requires the explicit consideration of objective functions other than cost or travel time. In other words, it is necessary to take into account that many real world problems are multi-criteria in nature. The objective functions related to cost, time, accessibility, environmental impact, reliability and risk are appropriated for selecting the most satisfactory route in many network optimization problems [6]. SPP is at the heart of network optimization problems and routing is one of the most important issues that have a significant impact on the network’s performance.

Being the simplest network model, shortest path can capture most significant ingredient of network optimization problem. Even though it is relatively easy to solve a shortest path problem, the analysis and design of efficient algorithms requires considerable ingenuity. Consequently, the study of models for shortest path is a natural beginner of network models for introducing innovative ideas, including the use of appropriate data structures and data scaling to improve algorithmic performance in the worst cases [7].

Is easy to realize that single objective optimization is degenerate case of multiobjective optimization. The ability of multiobjective evolutionary algorithms to find multiple pareto-optimal solutions in one single run have made them attractive for solving problems with multiple and conflicting objectives. Shortest path routing problem involves a classical combinatorial optimization problem arising in many designs and planning contexts. Since genetic algorithms and other evolutionary algorithms promise solutions to such complicated problems, they have been used successfully in various practical applications [12-14]. Recently, multi-agent systems have been integrated with evolutionary algorithms to solve constraint satisfaction problems and combinatorial optimization problems with satisfactory results [8-11]. Given all these evidences, we conclude that Multi-agent genetic algorithm is suitable in solving large-scale complex problem like that of looking the optimal path between two nodes in network.

In this paper, a multi-agent genetic algorithm (MAGA-Rout) is proposed to optimize routing in the network. Four genetic operators of agents are designed or re-designed to achieve the goal: neighborhood competition operator and neighborhood weight mapping crossover realize competition and cooperation among agents. Mutation and self-learning operators increase the energy of agents by knowledge.

To validate the performance of MAGA-Rout, we run it for one object and the results was compared with result of the Munemoto’s algorithm, Inagaki’s algorithm and result of the algorithm proposed by C. Wook and R.S. Ramakrishna. The results show that MAGA-Rout has the ability to find optimal route with high speed.

The rest of this paper is organized as follows; we review related work on shortest path problem in section 2. In Section 3 we describe the routing problem formulation; the details of MAGA-Rout are described in section 4. The experiments are performed in section 5 followed by conclusion in section 6.

2. Shortest Path Related Work

The key objective of network routing problem is to find the optimal route between two given nodes in the network. Various methods have been proposed to give optimal path in the network [7, 15]. Here we reviewed the most important
algorithms for solving this problem. Dijkstra provided an algorithm which solves single source shortest problem in O(n^2) time, All edge must be greater than zero or equal to zero. Without worsening the run time, this algorithm can in fact compute the shortest paths from a given start point s to all other nodes [1, 7]. Bellman-Ford, provided an algorithm which can compute single source shortest paths in a weighted digraph (in this case some of the edge maybe have negative weights). Compare to Dijkstra’s algorithm, which accomplishes the same problem with a lower running time, but requires edge weights to be nonnegative. Thus, Bellman-Ford is more used only when there are negative edge weights [7]. Floyd-Warshall, relaxed the constraint that all weights must be nonnegative, the algorithm provided can solve the all pairs shortest path problem in a weighted, directed graph by multiplying an adjacency-matrix representation of the graph multiple times with O(n^3) time complexity [3, 7]. When the number of nodes in n and the number of edges is m, Eppstein [2] provides an algorithm that finds the k shortest paths in O(m+n log n + k) time.

Recently, serval methods received a great deal of attention to addressing the SPP, especially the GAs (and other evolutionary algorithms) because of their potential as optimization technique. In the network, they are often used to solve optimization problems in communication network optimization problems, including the effective approaches on the shortest path routing problem, multICAST routing problem, ATM bandwidth allocation problem, capacity and flow assignment problem, and the dynamic routing problem. It is noted that all these problems can be formulated as some sort of a combinatorial optimization problem [7].

In the same vein, we will mention the work of Gen et al.[16]. It showed that Gas can solve the shortest path problem on a simple undirected graph with static weights. It would be better to mention that, the goal of the exercise was not to compute with conventional algorithm, but to show an encoding scheme that might be extendable to more difficult problems for which no-known algorithm exists. Since then many genetic algorithms have been developed, notably a genetic algorithm for shortest path routing problem and the sizing of populations by Ahn and al.[13].

The present study is based on the combination of multi-agent systems and genetic algorithms to solve the shortest path problem. The proposed approach is general enough to allow for many practical applications.

3. Problem Formulation

Given a network represented by a directed graph G = (V,A) comprise a finite set of nodes V = {1,2,...,n} and a collection of ordered pairs of nodes A = {(i,j),(k,l),...,(u,v)} from V, called the edge set A. Any edge (u,v) represents a connection from node u to node v. c is a nonnegative value corresponding to the travel’s cost from node u to node v. A path is a sequence of nodes (v_1,v_2,...,v_n-1,v_n), where each node is distinct and (v_{i-1},v_i) ∈ A, 1 < i ≤ n [17]. Figure 1 shows an example of a directed graph with weighted edges. In the Fig.1,(1,2,3,4) is a path from node 1 to node 4. The shortest path problem between two nodes can be defined as the lowest cost path between these two nodes.

The shortest path problem is to find minimum cost z between to specific nodes, source node and destination node; here is the formulation in the form of integer programming [7]:

$$\text{min } z = \sum_{i=1}^{n} \sum_{j=1}^{n} c_{ij} x_{ij}$$  \hspace{1cm} (1)

Where: nnumber of nodes; c_{ij} transmission cost of arc (i,j) and x_{ij} the link on an arc(i,j) ∈ A.

$$s.t \sum_{j=1}^{n} x_{ij} - \sum_{k=1}^{n} x_{ki} = \begin{cases} 1 & \text{if } i = 1 \\ 0 & \text{if } i = 2,3,...,n-1 \\ -1 & \text{if } i = n \end{cases} \hspace{1cm} (i = n)$$

$$x_{ij} = 0 \text{ or } 1 \hspace{1cm} \forall i,j \hspace{1cm} (3)$$

Figure 1: Example of directed graph

4. MAGA-Rout

4.1 Agent for shortest path problem

An agent is a computational mechanism that exhibits a high degree of autonomy, performing actions in its environment based on information (sensors, feedback) received from the environment for specific purpose. A multi-agent environment is one in which there is more than one agent, with the agents they interact with one another, and further, where there are constraints on environment such that agents may not at any given time know everything about the world that other agents know (including the internal states of the other agents themselves) [8, 19].

These show that the meaning of an agent is different for different problems and should be designed according to the problems under consideration. In MAGA-R, an agent is defined as a path between two nodes, source node and destination node in the network.

Definition 1. An agent is a candidate solution of the shortest path problem that is under consideration; while the value of its energy is define by the fitness function in Eq. (16).

Definition 2. All agents stay in a lattice environment. Every agent has his fixed position in lattice environment and can interact only with its neighbors. Figure 2 shows us the environment for the agent with Lat_{size}xLat_{size} agents.

For an agent Lat_{i,j} located at i^{th} line j^{th} row in the lattice, i,j = 1,2,...,Lat_{size}, then the Neighbors_{i,j} of Lat_{i,j} can be define as follows (17) and can be better visualizedin Figure3.
However, it presented the disadvantage that n-to-1 mapping may occur for the encoding at some case. The random initialization is applied for this work.

### 4.3 Genetic operators of agents

MAGA-Rout has four genetic operators: neighborhood competition operator and neighborhood weight mapping crossover realize competition and cooperation among agents. Mutation and self-learning operators increase the energy of agents by knowledge. Given an agent \( \text{Lat}_{ij} = (n_1, n_2, ..., n_n) \), we define maximum agent \( \text{Max}_{ij} \) in the neighborhood of \( \text{Lat}_{ij} \) as follows:

\[
\text{Max}_{ij} = (m_1, m_2, ..., m_n) \in \text{Neighbors}_{ij} \text{ and } \forall \text{Agent} \in \text{Neighbors}_{ij}, \text{Energy(Agent)} \leq \text{Energy(Max}_{ij})
\]

Below the details of the four operators:

### Neighborhood competition operator:

In all agent lattices, this operator leads to competition between an agent \( \text{Lat}_{ij} = (n_1, n_2, ..., n_n) \) and the agent \( \text{Max}_{ij} = (m_1, m_2, ..., m_n) \) its local environment. If an agent wins that means its energy is more than maximum energy in its neighbors then it can live and will be left untouched. Otherwise it loses, it must die and a new agent that generated by strategy described below will occupy its lattice-point.

The generation of the new agent \( \text{New}_{ij} = (e_1, e_2, ..., e_n) \) is determined by (1)

\[
e_k = \begin{cases} 
\frac{m_k(\text{m}_k + U(-1,1) \ast (\text{m}_k - \text{n}_k))}{\text{n}_k} & \text{if } k = 1, ..., n \\
\text{else} & 
\end{cases} 
\]

This strategy is derived from that proposed by Zhong et al.[8] and was taken over by Xiaoying P. et al.[9], is a kind of heuristic crossover, is in favor of reserving some information of a loser. The dead agent perhaps still has useful information, so the new agent generated by both the agent L and agent Max. At the end of this operation, the energy of each agent is reevaluated.

### Neighborhood weight mapping crossover:

From the weight mapping crossover propose by Lin and Gen [20], what can be considered as an extension of one-cut point crossover for permutation representation. In this one-cut point crossover, two chromosomes (parents) would choose a random-cut point and generate the offspring by using a segment of its own parent to the left of the cut point, then remap the right segment based on the weight of other parent of right segment.

In this paper, we have designed a new weight mapping crossover operator based on neighborhood. An agent \( \text{Lat}_{ij} = (n_1, n_2, ..., n_n) \) on the lattice will only cross with \( \text{Max}_{ij} = (m_1, m_2, ..., m_n) \) so as to obtain useful information from its neighbors and avoid random recombination. In order to protect good patterns, we will not change \( \text{Max}_{ij} = (m_1, m_2, ..., m_n) \), \( \forall \text{Lat}_{ij} = (n_1, n_2, ..., n_n) \), if \( \text{U}(0,1) < P_c \) and \( \text{Energy(\text{Lat}_{ij}) < Energy(\text{Max}_{ij})} \), we will perform the Neighborhood weight mapping crossover between the agent \( \text{Lat}_{ij} \) and \( \text{Max}_{ij} \), then the newly generated agent will,
replace \( L_{t,i,j} \). At the end of this operation, the energy of each agent is revaluated.

**Mutation operator:** Performing insertion mutation operator [7] for each agent \( L_{t,i,j} \), \( \mathrm{tdU}(0,1) < P_{m} \).

**Self-learning operator:** In order to reduce the computational cost, the self-learning operator is only performed on the current best agent in each generation. \( S_{\text{Best}_t} \) is generated by conducting neighbor-based mutation operator [7] on \( C_{\text{Best}_t} \). If the energy of agent find after performing self-learning operator is not more than the energy of current best agent, it is not considered. And the \( S_{\text{Best}_t} \) are tanning the characteristics of \( C_{\text{Best}_t} \).

### 4.3 Implementation on MAGA-Rout

In this section, we study the effectiveness of our approach. We compare the results obtained by MAGA-Rout with result of the Munemoto’s [12] algorithm, Inagaki’s [21] algorithm and result of the algorithm proposed by C. Wook and R.S. Ramakrishna [13] at the end each solution is compared with Dijkstra’s SP [1] solution as it provided a reference point. MAGA-Rout is running on Core(TM) i5-4200U processor (1.60GHz 2.30 GHz).

The simulation studies has been done in weighted network topology (with 20 nodes) as shows by in Figure 6.

For comparison purposes, which is based on the performance, the population size of the algorithm which has been compared was taken to be the same as the number of nodes in the network while for MAGA-Rout because of its nature, the agent lattice dimension has been set to 5 this means population size was 25, and the fitness function was adapted.

For the source node and the destination node considered, it is seen that the path computed by the algorithm proposed by C. Wook and R.S. Ramakrishna and MAGA-R coincides with that found by Dijkstra’s algorithm. The latter is the reference for optimal shortest path. Figure 7 compares the speed of convergence, it is seen that MAGA-Rout exhibits the fastest rate of convergence because the number of generation up to convergence is the smallest. The algorithm converging through smaller generations has better convergence performance.

<table>
<thead>
<tr>
<th>Algorithm proposed by</th>
<th>Optimal path find</th>
<th>Total path costs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inagaki</td>
<td>1-4-9-14-14-20</td>
<td>234</td>
</tr>
<tr>
<td>Munemoto</td>
<td>1-2-3-8-14-20</td>
<td>187</td>
</tr>
<tr>
<td>C. Wook and R.S. Ramakrishna</td>
<td>1-3-8-14-20</td>
<td>142</td>
</tr>
<tr>
<td>MAGA-R</td>
<td>1-3-8-14-20</td>
<td>142</td>
</tr>
</tbody>
</table>

**Table 1:** Comparison results for the paths found by each algorithm

**Figure 6:** Undirected graph with 20 nodes and 48 edges

**Figure 4:** Priority-based chromosome and its decoded path

### 5. Experimental Results

In this section, we study the effectiveness of our approach. We compare the results obtained by MAGA-Rout with result of the Munemoto’s [12] algorithm, Inagaki’s [21] algorithm and result of the algorithm proposed by C. Wook and R.S. Ramakrishna [13] at the end each solution is compared with Dijkstra’s SP [1] solution as it provided a reference point. MAGA-Rout is running on Core(TM) i5-4200U processor (1.60GHz 2.30 GHz). We show that our algorithm successfully finds the optimal route in the network and it is competitive with other approaches.

The MAGA-Rout algorithm has been written in C language, as regards MAGA-Rout, we employed a trial-and-error procedure and then selected the parameter values giving good results for all simulation data sets. Thus, we set \( P_{c} \ 0.6 \), \( P_{m} \ 0.4 \), the population size was 100 this means the agent lattice dimension was 10 and number of generations 100.

For comparison purposes, which is based on the performance, the population size of the algorithm which has been compared was taken to be the same as the number of nodes in the network while for MAGA-Rout because of its nature, the agent lattice dimension has been set to 5 this means population size was 25, and the fitness function was adapted.
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**Table 1:** Comparison results for the paths found by each algorithm

**Figure 4:** Priority-based chromosome and its decoded path
6. Conclusion

This paper proposes the algorithm named as MAGA-Rout to optimize the routing in the network. The experiments in single optimization problem show MAGA-Rout has the large ability to find optimal solutions with a higher convergence rate. It is taking advantages of the combination of evolutionary computing and multi-agent system to outperform the existing routing algorithm. In addition, it is confirmed that MAGA-Rout can continue to find an optimal path in the networks with different number of nodes and edges. However this performance largely depends to the quality and number of chromosomes at initialization step.

In MAGA-Rout, a series of operators are designed or redesigned, neighborhood competition operator, neighborhood weight mapping crossover, insertion mutation and self-learning operator to realize the multi-agent system and genetic algorithm behaviors. In our future work we plan to redesign MAGA-Rout considering the dynamic nature of network.
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