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Abstract: This paper aims to provide an efficient optimization algorithm to solve the problem of job-shop scheduling. PSO has been 

widely studied in numerous applications for its worthy global searching ability. A new modified of particle swarm optimization 

algorithm is adopted, which is an extension of the standard particle swarm optimization algorithm (PSO) in order to get a better 

performance. The improvement technique used is the overcome of the idle particle position. The system used the developed PSO as a 

search method for an optimal schedule. The experimental results show that the developed PSO performs better than the original PSO. 
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1. Introduction 
 

Manufacturing processes have become increasingly complex, 

and so have their planning and control. The market requires 

high product variety, high quality, short lead times, and an 

accurate delivery performance [1]. 

 

Scheduling problems are usually approached with a mixture 

of search techniques and heuristics. These problems are 

likely to be uncontrollable and cannot be solved by 

combinatorial search methods. Furthermore, they involve a 

competition for limited resources; as a result, they are 

complex by various restrictions [2]. 

 

In the past, each machine had its own operator, its own tools, 

and so on. Nowadays, tools are more versatile, hence can be 

used by various different machining centers. These tools are, 

however, at the same time more expensive. Therefore, a 

company often decides to cut its tool investments. Similarly, 

operators are expensive, but often they only need to tend a 

machine during part of the operations, e.g., to position a job 

on the machine. This enables the operators to tend more than 

one machine; therefore, the number of operators is often 

smaller than the number of machines.  

 

Such an operator and tool sharing clearly increases the 

interdependency of the machines, because a unique tool can 

only be used by one machine at a time and an operator can 

only tend one machine at a time. The planning and control 

must take these dependencies into account and the machines 

must be planned and controlled simultaneously to realize 

short lead times and a good delivery performance [3]. 

 

Local search approaches can find the solutions, but the worth 

of a solution and computational time be influenced by to a 

unlimited degree on suitable initial populations [4]. As a 

result of the initiation of computation techniques, 

metaheuristics can be used to solve problems in less time so 

that the limitation of computational complexity can be fixed 

by metaheuristic applications [5] This paper tries to adopt a 

metaheuristic technique, Particle Swarm Optimization  

algorithm  to solve the problem of job-shop scheduling. 

 

The scheduling problems are complex for the following 

reasons: (i) Scheduling is a practicality problem. The final 

solution must achieve all the constraints of the problem. 

Also, the optimization of an evaluation function should be 

satisfied, altering certain criteria as cost, delay, inventory 

time, process time, etc. (ii) Several scheduling problems 

require many restrictions because of the unavailability of 

resources, due dates, etc. [6] 

 

The remainder of this paper is organized as follows: the 

formulation of job-shop scheduling problem, the particle 

swarm optimization algorithm of solving job-shop 

scheduling problem, and finally, the results of the system and 

some conclusions' remarks are given. 

 

2. Job-Shop Scheduling Problem Formulation 
 

The JSP is a scheduling problem that assumes M various 

machines and N various jobs. Each job consists of Q 

operations and each operation needs a different machine. 

The  jobs' operations are handled in a fixed processing order 

[7] which specifies the precedence restrictions [8]. The 

operations of a job are totally ordered so that no operation of 

a job can start before the completion of its predecessor [9]. 

 

Scheduling systems typically rely on priority rules, which 

have therefore become the subject of intense study [10].  

 

Two kinds of constraints need to be considered for the Job-

Shop Problem [11] as follows: 

 

1) The constraint of operation precedence for a specific job: 

Let cij denote the time to complete the job i on machine j 

and let tij denote the time to process the job i on machine j. 

For a job i, if the processing on machine h precedes that on 

machine j, the following constraint should be satisfied: 

             cij −tij >= cih …….. (1) 

 

2) The constraint of operation un-overlapping for a specific 

machine: 

 

For two jobs i and j, both need to be processed on machine 

k. If job I comes before job j, we need the following 
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constraint [7]: 

cjk −cik >= tjk ……..                   (2) 

 

The goal of the Job-Shop Problem is to choose for each 

operation a suitable machine and a starting time so that the 

maximum completion time Cmax (the makespan) is 

minimized [12, 13, 14]. 

 

3. Particle Swarm Optimization  
 

The particle swarm principle was inspired by the model of 

social behaviors. The Particle Swarm Optimization (PSO) 

algorithm creates the simple manner procedures for each 

particle, recalls the best position of the particles, and shares 

the information among particles. However, this algorithm 

accomplishes the optimization through cooperation and 

competition between the populations' individuals [15]. 

The Particle Swarm Optimization system is a member of the 

extensive group of swarm intelligence approaches, to solve 

the problems of optimization [16]. It was firstly suggested by 

J. Kennedy [17]. The basic PSO model consists of a swarm 

of particles, which are a random initialization of population 

of candidate solutions.  

 

The modified PSO algorithm is described as follows. 

STEP 1: Create randomly an initial particle swarm, by 

setting the initial position and the initial velocity of each 

particle; 

STEP 2: Compute fitness value for each particle; 

STEP 3: Compare each particle fitness value and its best 

position fitness value if better, update the position; 

STEP 4: Compare each particle best position and the best 

position of particle swarm, if better, update the best position; 

STEP 5: modify the position and velocity; 

STEP 6: Perform the improvement process: avoiding the idle 

position; 

STEP 7: Checking of the termination criteria are satisfied 

(get good sufficient position or maximum number of 

iterations are reached), then end; otherwise, go to 2. [15] 

 

4. PSO for Job-Shop Scheduling Problem 
 

The job-shop scheduling problem is a problem of M 

machines and N jobs. Each job consists of a series of 

processes. All the processes of each job are treated in a fixed 

processing order. 

 

Suppose that the available set of total operations of N jobs 

be OP, the available set of machines is M, and the indices of 

the operation op be i and k, then we have: 

OP = {op ik | i = 1, 2, . . ., N  and  k = 1, 2, . . ., M } ... (3) 

 

Where i is the job number, and k indicates the operation 

number of jobi. The ik indices of the operation op are 

encoded as a sequence number (index).  

 

Each particle can be represented by two fields: the first field 

(Mach) consists of M-bit string (M is the number of 

machines), where each bit corresponds to one machine. If the 

operation is to be processed on a particular machine, the 

corresponding bit assumes value (1), otherwise it is (0). The 

second field of a gene is the completion time of the operation 

(C).    

 

 

4.1 Generation of Initial Swarm 

 

The initialization procedure produces swarm_size particles- 

where pop_size denotes the swarm size- by setting (1) at 

random position in each (mach) field of a particle and filling 

the remainder bits of the field by (0's) until the whole 

particle is filled and repeat the same procedure until the 

initial swarm is completed. 

 

4.2 Fitness Evaluation 

The evaluation of a particle's fitness involves finding the 

total completion time (TCT) of the operations on each 

machine. On each machine, the total completion time can be 

calculated by summing the time required to process each 

operation on a specific machine. The total completion time 

having the maximum value is the particle's fitness value. The 

fitness function can be evaluated as follows: 

Particle's Fitness = Maximum of (TCTR) = Max (TCTR)  

                                =   )   …  (4) 

Where: 

R is the machine number:   R is between (1) and total number 

of machines,  

n  is the total number of operations, 

Tpi  is time required to perform the operation number  i , and 

   is a binary value located in the particle at 

operation number (i) at bit number (R). 

 

4.3. PSO Improvement Approach: Avoiding Idle Position 

Assume that "R" is a number used to decide whether a 

particle's position is ignored or not. The initial value of R for 

each particle is zero. If the particle's position was not 

enhanced over the execution of the algorithm, then R will be 

increased by 1; else R=0. If the position can never be  

enhanced, then the position will be is ignored and a it will be 

substituted by a new position  which is produced by the 

equation (5): 

 

New position = w * pg +  h * (pg –Old position)   …..  (5) 

where:  

w: inertia weight, 

pg: is particle's global best fitness value, and  

h: is a random number in the range [0,1]. 

 

5. Experimental Results 
 

Several various experimental cases have been taken. Each 

case differs from each other by swarm-size and maximum 

number of iteration. 

 

The PSO parameters values that used in the system 

experiments are given in Table (1) and the values of 

parameters used in each instance are given in Table (2). 
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Different instances are implemented by the system which are 

shown in Table () through Table (). Each instance has 

different number of machines,  different number of jobs, 

different number of operations per job. The time required to 

perform operations of any job are generated randomly. 

In instances tables, the (M, T) field means that an operation 

of a job should go to machine (M) for (T) units of time. At 

the end of each instance table the resultant makespan is 

given. 

 

Table 1: The PSO Parameters. 
Parameter Value 

Self-confidence  (C1) 1.4 

Swarm confidence  (C2) 1.4 

Inertia weight  (W) 0.8 

The maximum velocity  ( Vmax) 25 

Number of particles in the swarm 30-100 

The maximum number of iterations 50-100 

 

Table 2: Problem Parameters Used in the Instances. 
 Instance 1 Instance 2 Instance 3 Instance 4 

Swarm_Size 30 30 40 100 

Max_Iteration 50 100 50 100 

No. of Machines 6 6 10 6 

No. of Jobs 4 6 8 10 

 

Table 3: Problem Instance 1 
 (M , T) (M , T) (M , T) (M , T) (M , T) (M , T) 

Job 1 6,5 3,8 5,12 2,7 1,8 4,5 

Job 2 1,6 6,4 4,8 5,10 3,12 2,9 

Job 3 3,6 2,12 5,8 1,4 4,1 6,6 

Job 4 6,5 5,3 3,1 4,12 2,5 2,14 

The Makespan is 36 

 

Table 4: Problem Instance 2 
 (M , T) (M , T) (M , T) (M , T) (M , T) (M , T) 

Job 1 7,2 5,10 2,4 1,6 4,8 3,10 

Job 2 6,11 8,5 4,5 1,6 6,14 3,6 

Job 3 2,4 7,7 5,10 4,9 1,11 8,5 

Job 4 8,2 3,10 4,6 7,10 6,2 5,9 

Job 5 3,8 5,8 4,10 8,10 2,13 7,6 

Job 6 2,7 3,10 8,4 5,10 4,6 6,8 

The Makespan is 40 

 

Table 5: Problem Instance 3 

  
(M , 

T) 

(M , 

T) 

(M , 

T) 

(M , 

T) 

(M , 

T) 

(M , 

T) 

(M , 

T) 

(M , 

T) 

(M , 

T) 

(M , 

T) 

Job 1 2,12 10,5 4,6 9,1 3,10 7,8 1,7 5,6 2,6 9,4 

Job 2 8,5 6,4 10,14 3,8 4,6 9,3 1,10 2,10 7,7 5,11 

Job 3 5,7 1,7 10,6 2,9 9,10 3,12 6,10 4,3 7,5 8,4 

Job 4 1,9 9,4 5,8 6,6 1,5 6,12 3,9 8,10 4,10 2,3 

Job 5 10,4 3,10 4,12 6,5 7,6 2,8 3,7 9,3 5,8 7,5 

Job 6 7,10 6,5 1,7 1,12 3,14 2,6 4,3 4,9 5,9 6,8 

Job 7 9,6 2,8 3,10 8,11 7,10 6,5 1,4 4,7 6,6 5,10 

Job 8 2,12 10,5 4,6 9,1 3,10 7,8 1,7 5,6 2,6 9,4 

The makespan is 65 

 

Table 6: Problem Instance 4 
 (M, T) (M, T) (M, T) (M, T) (M, T) (M, T) 

Job 1 1,7 6,10 5,14 2,2 4,8 6,1 

Job 2 6,6 1,8 5,6 3,12 4,14 2,10 

Job 3 3,10 5,4 4,7 1,4 2,14 6,12 

Job 4 6,4 4,7 1,4 2,12 3,10 5,1 

Job 5 1,5 2,14 5,10 6,1 5,2 3,7 

Job 6 5,5 4,5 3,14 6,10 1,7 2,8 

Job 7 2,7 6,14 5,8 1,11 3,9 4,5 

Job 8 5,11 6,4 4,12 3,8 1,6 2,6 

Job 9 4,10 3,6 6,4 5,7 2,8 1,4 

Job 10 3,9 6,7 5,11 3,14 4,4 1,12 

The Makespan is 96 

6. Conclusions 
 

This paper presents a developed particle swarm optimization 

algorithm for Job Shop Scheduling Problem.  

 

A number of machines are included in the system. Each 

machine can process only one job at a time. Each job 

contains a number of operations. The rule of a priority is 

adopted to construct the schedule. The system is tested with 

several different problem instances which are differ from 

each other by the number of jobs, the number of operations 

required to be processed in each job, the number of 

machines, and the values of PSO parameters. The problem is 

to find a schedule having a minimum total time often called 

the makespan of a schedule. The development of the PSO 

algorithm is to avoiding the existence of idle particle 

position. The experimental results show that the developed 

PSO algorithm gives near-optimal schedules on all instances. 
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