Consistency Analysis of Regularization of Coefficient Based on Weak Correlation Sampling
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Abstract: Aiming at the weakly correlated sampling satisfying the strong mixing condition, and the \( \alpha \) coefficient satisfies the polynomial decay \( \alpha_i \leq \alpha^{-l} \), with the use of the sample operator and the integral operator. The proof of the least squares coefficient regularization algorithm is obtained, and it is concluded that the regularization condition \( L^r_{\rho} f \in L^2_{\rho_X}(X), 0 < r \leq \frac{1}{2} \) for the learning speed of \( o(m^{-\frac{1}{r}} \min \{ t, 1 \} \log m) \). At the same time, the saturation index of the regularization algorithm based on weak correlation sampling is 2, which shows that the coefficient regularization algorithm has some advantages in learning the smooth function compared with the usual least squares Tikhonov regularization algorithm.
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1. Introduction and Main Results

Statistical learning theory originated in the late 1960s. Until the mid-nineties, it was only a theoretical learning, was not related to the application of function. And the law of large numbers of uniform convergence became the significance during that period. As the research of machine learning has been paid more and more attention both at home and abroad, regularization algorithm, as an important part of learning theory, has always been an important research topic of learning theory. Regularized least squares algorithm and Coefficient regularization algorithm are often used. Because the coefficient is based on the internal geometry of the data derived, so it is favored.

Let input space \( X \) be a compact metric space, and output space \( Y \subset R \). Supposed that \( \rho \) is a probability distribution defined on \( Z = X \times Y \) and sample \( z = \{(x_i, y_i)\}_{i=1}^m \in (X \times Y)^m \) let \( f_\rho : X \rightarrow Y \) is the approximation of the regression function, the specific expression is as follows

\[
f_\rho(x) = E(y | x) = \int_Y y \, d\rho(y | x), \quad x \in X.
\]

Where \( \rho(y | x) \) is the conditional distribution of \( y \) for given \( x \). Because of the \( \rho \) is unknown, so the \( f_\rho \) can't be compute directly. But we can derive the good approximation of \( f_\rho \) from samples. And in order to avoid over-fitting, the Tikhonov least squares algorithm based on the empirical minimum principle [1-3]

\[
f_{Z,H} = \arg \min_{f \in H} \frac{1}{m} \sum_{i=1}^m (y_i - f(x_i))^2 + \lambda \Omega(f),
\]

Where \( H \) is a function space generated by the kernel function \( K : X \times X \rightarrow Y \), called the hypothesis space, the penalty function: \( \Omega : H \rightarrow R_+ \), called the regular operator.

Q. Wu and D.X. Zhou [4] proposed a regularized least squares algorithm \( f_\rho = f_{\alpha z} \), where

\[
\alpha_z = \arg \min_{f \in H_{Kx}} \frac{1}{m} \sum_{i=1}^m (y_i - f(x_i))^2 + \lambda \Omega(\alpha),
\]

\[
H_{Kx} = \text{span} \{ K_{x_i} : 1 \leq i \leq m \}, f_\alpha = \frac{1}{m} \alpha K_{x_i}.
\]

They researched the Consistency of Regularization Algorithm for Coefficient, when \( \Omega(f) = m \| f \|_2^2 \). And we researched the algorithm based on weakly correlated sampling and reproducing kernel Hilbert space.

Let the kernel function \( K(x, y) \) be a symmetric, semi-definite continuous function. Semi-definite is meaning that a matrix \( [K(x_i, x_j)]_{m \times m} \) is semi-definite to any \( m \in Z_+ \) and \( x_1, x_2, \ldots, x_m \in X \). And then we denote \( K(x, y) \) is the Mercer kernel. The Hilbert space, which consists of by Mercer kernel generated all the \( K_x(x,t) := K(x,t), x \in X \) and consists of some continuous functions, is called the reproduced kernel Hilbert space, denoted as \( H_K \). Where the inner product satisfies the following reproducibility [5-6]:

\[
(f, K_x) = f(x), \forall f \in H_K, x \in X.
\]

In the present literature, it is usually assumed that the samples are independent and identically distributed. However, in practical problems, there is often a weak phase correlation between the samples based on weak correlation algorithm research in recent years by the scholars of great concern. For
the weak correlation of sampling, there are two kinds of strong mixing sequences and Markov sequences\cite{7}, in this paper we study the strong mixing sequence sampling. For the $\sigma$ domain $\Pi$ and $\Sigma$ on $X$, the $\alpha$ coefficient is defined as
$$
\alpha(\Pi, \Sigma) = \sup_{A \in \Pi, B \in \Sigma} \left| P(A \cap B) - P(A)P(B) \right|.
$$

Let $M_a^b$ as the same as the random variable $z_a, z_{a+1}, \ldots, z_b$, and the random sequence $\{z_i\}_{i \in N}$ is a strong mixing sequence, if
$$
\alpha_i = \sup_{k \geq 1} \alpha(M_k^i, M_{k+i}) \to 0, i \to \infty.
$$

In the following discussion, we assume that
$$
|y| < M, a.e., \text{then} \ f_A \in L_{\rho_X}^2(X), \text{and} \ \sigma^2 = E(y - f_A(x))^2 < \infty.
$$

Let $k^2 = \sup_{k, x \in X} \left| k(x, t) \right| \to \infty, \text{and} \ k(x, y)$ is the Mercer kernel.

Integral operator $L_k : L_{\rho_X}^2(X) \to L_{\rho_X}^2(X)$, and is defined as $L_k f(x) = \int X k(x, t)f(t)d\rho_X$.

Where $L_k$ is a positive operator and satisfies
$$
\forall f \in L_{\rho_X}^2(X), L_k f \in H_k \text{ and } \left\| \frac{1}{L_k f} \right\|_{L_k^2} = \left\| f \right\|_{\rho_X} [8].
$$

In this paper, we use the techniques of sample operator and integral operator\cite{3-9} to study the regularized regression learning based on strong mixing conditions:
$$
f_z = f_{\alpha z},
$$
$$
\alpha_z = \arg \min_{f \in L_{\rho_X}^2(X), m} \sum_{i=1}^{m} \left( y_i - f(x_i) \right)^2 + \lambda \sum_{i=1}^{m} \alpha_i^2.
$$

The main results are:

**Theorem 1** Let $(x, y)$ be a Mercer kernel, $0 < \alpha < 1, L_k f \rho_p \in L_{\rho_X}^2(X), r > 0$. The random sequence $z_i = (x_i, y_i)_{i=1}^{m}$, satisfying the $\alpha$ mixing condition, then for any $0 < \delta \leq \infty$ and $0 < \eta < 1$, with confidence $1 - \eta$ there are

(i) When $0 < r \leq \frac{3}{2}$,
$$
\left\| f_z - f_{\rho_p} \right\|_{\rho_X} \leq \frac{c'r}{\eta} \frac{r}{\eta} + \frac{m}{2} \frac{1}{\lambda} \frac{1}{\eta} \times \left[ 1 + \frac{1}{4} \frac{1}{m} \frac{1}{4} \frac{1}{(1 + \sum_{i=1}^{m-1} a_i)} \right] \times \left[ \frac{m}{2} \frac{1}{(2\alpha - \delta)} + \frac{1}{\lambda} \frac{m}{2} \frac{1}{(2\alpha - \delta)} \frac{1}{4} \frac{1}{(1 + \sum_{i=1}^{m-1} a_i)} \right],
$$
(ii) When $r > \frac{3}{2}$,
$$
\left\| f_z - f_{\rho_p} \right\|_{\rho_X} \leq \frac{c'r}{\eta} \frac{r}{\eta} + \frac{m}{2} \frac{1}{\lambda} \frac{1}{\eta} \times \left[ 1 + \frac{1}{4} \frac{1}{m} \frac{1}{4} \frac{1}{(1 + \sum_{i=1}^{m-1} a_i)} \right] \times \left[ \frac{m}{2} \frac{1}{(2\alpha - \delta)} + \frac{1}{\lambda} \frac{m}{2} \frac{1}{(2\alpha - \delta)} \frac{1}{4} \frac{1}{(1 + \sum_{i=1}^{m-1} a_i)} \right].
$$

Where $c', c$ is a constant that does not depend on $m, \lambda, \eta, \delta$.

To prove Theorem 1, we need some results.

2. Estimation of Approximation Error

Let $f_{\lambda} = (L_k + \lambda I)^{-1} L_k f_{\rho_p}$ split into
$$
\left\| f_z - f_{\rho_p} \right\|_{\rho_X} \text{ and } \left\| f_{\lambda} - f_{\rho_p} \right\|_{\rho_X}.
$$

The former is called Sample error, the latter is called approximation error. In order to estimate the Approximation error $\left\| f_{\lambda} - f_{\rho_p} \right\|_{\rho_X}$, the following related operator is used in the method the conclusion of the calculus\cite{10}.

**Lemma 1** Let $A$ be a positive operator on Hilbert space $H$, $f \in C[0, +\infty)$, then $f(A)$ is a self-adjoint operator, and the spectral set $\sigma(f(A)) = \{ f(t) : t \in \sigma(A) \}$, $\left\| f(A) \right\| \leq \left\| f \right\|_{\infty}$.

Assume $L_k f_{\rho_p} \in L_{\rho_X}^2(X), \text{by} f_{\lambda} - f_{\rho_p} = -\lambda(L_k + \lambda I)^{-1} f_{\rho_p}$ has
$$
\left\| f_{\lambda} - f_{\rho_p} \right\|_{\rho_X} = \lambda \left\| (L_k + \lambda I)^{-1} f_{\rho_p} \right\|_{\rho_X}.
$$

$$
\lambda \left\| (L_k + \lambda I)^{-1} L_k f_{\rho_p} \right\|_{\rho_X} \leq \lambda \min_{r \geq 0} \frac{(2\alpha - \delta) + r}{4} \frac{m}{2} \frac{1}{\lambda} \frac{1}{(2\alpha - \delta)} \frac{1}{4} \frac{1}{(1 + \sum_{i=1}^{m-1} a_i)} \frac{1}{(2\alpha - \delta)} + \frac{1}{\lambda} \frac{m}{2} \frac{1}{(2\alpha - \delta)} \frac{1}{4} \frac{1}{(1 + \sum_{i=1}^{m-1} a_i)} \frac{1}{(2\alpha - \delta)}.
$$

At the same time, we know
$$
\left\| f_{\lambda} \right\|_{\rho_X} \leq \lambda \min_{r \geq 0} \frac{(2\alpha - \delta) + r}{4} \frac{m}{2} \frac{1}{\lambda} \frac{1}{(2\alpha - \delta)} \frac{1}{4} \frac{1}{(1 + \sum_{i=1}^{m-1} a_i)} \frac{1}{(2\alpha - \delta)}.
$$

Where $D$ is a constant associated only with $f_{\rho_p}$ and $L_k$.

3. Estimates of Sample Errors

Let $X = \{ x_i : 1 \leq i \leq m \}$, define the sample operator
$$
S_X : H_k \to R^m, S_X(f) = (f(x_1), \ldots, f(x_m)).
$$
It is easy to know that $S_X$ is a bounded linear operator and its conjugate operator

$$
\left\| f_z - f_{\rho_p} \right\|_{\rho_X} \leq \frac{c'r}{\eta} \frac{r}{\eta} + \frac{m}{2} \frac{1}{\lambda} \frac{1}{\eta} \times \left[ 1 + \frac{1}{4} \frac{1}{m} \frac{1}{4} \frac{1}{(1 + \sum_{i=1}^{m-1} a_i)} \right] \times \left[ \frac{m}{2} \frac{1}{(2\alpha - \delta)} + \frac{1}{\lambda} \frac{m}{2} \frac{1}{(2\alpha - \delta)} \frac{1}{4} \frac{1}{(1 + \sum_{i=1}^{m-1} a_i)} \right].
$$

(1.3)

$$
\left\| f_{\lambda} - f_{\rho_p} \right\|_{\rho_X} \leq \lambda \min_{r \geq 0} \frac{(2\alpha - \delta) + r}{4} \frac{m}{2} \frac{1}{\lambda} \frac{1}{(2\alpha - \delta)} \frac{1}{4} \frac{1}{(1 + \sum_{i=1}^{m-1} a_i)} \frac{1}{(2\alpha - \delta)}.
$$

(2.1)

And
$$
\left\| L_k f_{\lambda} - f_{\rho_p} \right\|_{\rho_X} = \frac{1}{L_k} \left\| f_{\lambda} - f_{\rho_p} \right\|_{\rho_X} = \frac{1}{L_k} \left\| f_{\lambda} - f_{\rho_p} \right\|_{\rho_X}.
$$

(2.2)

(2.3)
\[ S^*_x(\alpha) = \sum_{i=1}^{m} \alpha_i K(x_i) \]. The following lemma gives an explicit representation of \( f_z \) in equation (1).

Lemma 2

\[ f_z = \left[ \lambda I + \frac{1}{m} (S^*_x S_x)^2 \right]^{-1} \frac{1}{m} S^*_x S_x y + \frac{1}{m} S^*_x \sum_{i=1}^{m} (f_\alpha(x_i) - y_i)^2 + \lambda m \| \alpha \|_2^2 \] (3.1)

Where \( y = (y_1, \ldots, y_m) \).

Proof: Let \( f_\alpha = S^*_x \alpha \), consider the function

\[ J(\alpha) = \frac{1}{m} \sum_{i=1}^{m} (f_\alpha(x_i) - y_i)^2 + \lambda m \| \alpha \|_2^2 \]

On the \( \alpha \) derivative, have

\[ \frac{\partial J}{\partial \alpha} = \frac{2}{m} \left( S^*_x S_x \alpha - S^*_x y \right) + 2 \lambda \alpha \]

Let the above formula 0, get

\[ \alpha_z = \left[ \lambda I + \frac{1}{m} (S^*_x S_x)^2 \right]^{-1} \frac{1}{m} S^*_x S_x y \]

At last, by \( f_z = S^*_x \alpha_z \), Lemma 2 is established.

Using Lemma 2,

\[ f_z - f_\lambda = \left[ \lambda I + \frac{1}{m} (S^*_x S_x)^2 \right]^{-1} \frac{1}{m} S^*_x S_x y - f_\lambda = \left[ \lambda I + \frac{1}{m} (S^*_x S_x)^2 \right]^{-1} \left\{ \left( \frac{1}{m} S^*_x S_x \alpha - S^*_x y \right) + \left( \frac{1}{m} S^*_x S_x \alpha - \frac{1}{m} S^*_x S_x \alpha \right) \right\} - \left[ \lambda I + \frac{1}{m} (S^*_x S_x)^2 \right]^{-1} \left\{ \left( \frac{1}{m} S^*_x S_x \alpha - \frac{1}{m} S^*_x S_x \alpha \right) \right\} \]

\[ = \left[ \lambda I + \frac{1}{m} (S^*_x S_x)^2 \right]^{-1} \left\{ \left( \frac{1}{m} S^*_x S_x \alpha - \frac{1}{m} S^*_x S_x \alpha \right) \right\} \]

\[ = \left[ \lambda I + \frac{1}{m} (S^*_x S_x)^2 \right]^{-1} \left\{ \frac{1}{m} S^*_x S_x \sum_{i=1}^{m} (f_\alpha(x_i) - y_i) K(x_i) - L_K(f_\rho - f_\lambda) \right\} \]

Let,

\[ U = \frac{1}{m} \sum_{i=1}^{m} (f_\alpha(x_i) - y_i) K(x_i) - L_K(f_\rho - f_\lambda) \]

\[ V = \frac{1}{m} S^*_x \]

\[ W = L_K(f_\rho - f_\lambda) \]

\[ f_z - f_\lambda = \left[ \lambda I + \frac{1}{m} (S^*_x S_x)^2 \right]^{-1} \frac{1}{m} (S^*_x S_x)^2 U + \left[ \frac{1}{m} (S^*_x S_x)^2 + \lambda I \right]^{-1} VW \]

Because of

\[ \| f_z - f_\lambda \|_\rho_\lambda = \| \frac{1}{m} (S^*_x S_x)^2 \| \leq \frac{1}{m} \| S^*_x S_x \|^2 \leq \frac{1}{m} \frac{1}{m} \| S^*_x S_x \|^2 \]

(4.1)

4. The Learning Rates

Assume that \( \alpha \) coefficient satisfies the polynomial decay, i.e. \( \exists \alpha > 0, t > 0, \alpha_i \leq \alpha^{-t}, i \in N \), balance the sample error and the approximate error, we can obtain the learning rates

\[ m^{-1} \sum_{i=1}^{m} (f_{z-\lambda} - f_\rho) \leq \frac{1}{m} g(r) \min \{ r, 1 \} \log m \]

(4.2)

Proof: it’s easily know that

\[ m^{-1} \sum_{i=1}^{m} \frac{1}{t} = \frac{1}{t} \log m, \quad t = 1 \]

\[ \frac{1}{1} \quad t > 1 \]

\[ \frac{1}{1} \quad t > 1 \]
when $0 < r < \frac{1}{2}$, balance learning rates of the every area, let $\delta = \frac{2}{t-1}, \lambda = m^{-1}$, and then

$$\| f_{c,\delta} - f_{\delta} \|_{L^2_x} = o(m^{-\frac{r}{2}}),$$

For other cases, take $\delta = \infty$, it can be similar proved.
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