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Abstract: Software fault prediction is a valuable exercise in software quality assurance to better allocate limited testing resources. Classification is one of the effective strategies for predicting software errors. The classification models are trained based on data sets obtained by historical repositories of mining software. In this project, a new Two-stage data preprocessing approach is applied with classification models such as Naive Bayes, Decision Tree, Knn Classifier and SVM to improve the prediction accuracy of each classification model. The data preprocessing approach in two stages incorporates both the selection of features and the reduction of instances. Specifically, in the feature selection stage, first relevance analysis is done, second, a threshold-based clustering method is proposed, termed novel threshold-based clustering algorithm, to drive redundancy control. In the instance reduction stage, random sampling is applied to maintain the balance between defective and non defective instances. To demonstrate this project chose real-world software project dataset, such as Eclipse.
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1. Introduction

Software fault prediction is a hot research topic in software engineering. It can allocate the limited test resources effectively by predicting the fault proneness of software modules. Classification is one of the prevalent methods used for software fault prediction.

Due to the increased dependency of modern system on software-based system, software reliability and quality has become the primary concern during the software development. It is very difficult to produce fault-free software due to the problem complexity, complexity of human behaviors, and the resource constrains. System failures due to the software failure are common and results in undesirable consequences, which will affect both reliability and safety of the system.

A software system consists of various modules and, in general, it is known that a small number of software modules are responsible for majority of the failures. Moreover, it is also known that early identification of faulty module can help in producing software of quality and reliability more cost effectively.

A software fault is an error, mistake, failure, or defect in a computer program or system that produces unexpected results, or causes it to behave in unintentionally. Software fault prediction is the process of locating defective modules in software. SFP helps us to improves software quality and test efficiency by constructing predictive models from code attributes to enable timely identification of error-prone modules, predicting software failures also helps us in planning, Monitoring and control and prediction of defect density. Control the quality oft he software. The result of Software

Defect Prediction, ie, the number of defects left in a software system, the results can be used as an important measure for the software developer and can be used to control the overall software process. Detecting software faults prior to system development may reduce software maintenance costs. Early software fault prediction helps to improve software quality and to achieve high software reliability.

Software fault prediction is a hot research topic in the domain of software engineering. It can allocate the limited test resources effectively by predicting the fault proneness of software modules. Classification is one of the prevalent methods used for software fault prediction. Its main task is to categorize modules, represented by a set of software code metrics, into two classes: fault-prone modules (FP), or non-fault prone modules (NFP). For a specific classification model, the each classifier must be trained in advance on the basis of training data historical repositories of mining software, such as records of changes in Software configuration management, error reporting on error tracking Systems, and emails from developers.

Data mining involves the general process of extracting knowledge from large amounts of data. The different types of data mining techniques are used, such as regression, classification, and associations. Emphasis is placed on the classification technique, which consists in classifying the data in a predefined class to its predictive characteristics. The result of an each classification technique is a model which will make it possible to classify future data points based on a set of specific characteristics in an automated way. In the literature, there are many classification techniques, some of the most commonly being C4.5, k-nearest neighbor (KNN), Naïve Bayes (NB) and Support Vector Machines (SVM).

One of the most important aims of fault prediction is to detect fault-prone modules as early as possible in the software development life cycle. Design and code metrics have been successfully used for predicting fault-prone modules. In recent years, researchers have found that the quality of software datasets had a serious effect on the performance of predicting software faults. Issues concerned with data quality include biased datasets, noise a large number of features, and class imbalance. One is the high
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dimensionality problem caused by too many unnecessary features, and the other is the class imbalance problem caused by superfluous instances of some classes. To solve these problems we design a novel two-stage data preprocessing approach which combines both feature selection and instance reduction.

We design experiments based on real-world software project Eclipse to demonstrate the effectiveness of our approach. Based on this thesis study, we found that the two-stage approach can greatly reduce both the number of features and the number of instances of original datasets, without sacrificing the prediction the performance of the classifier built after. Compared with other commonly used data preprocessing methods, our approach has presented consistently better performance over different classification models. Numerous researchers have successfully used classification models to categorize software modules into faulty and non-faulty, based on the features (i.e., metrics) collected from each module by mining software development repositories. These classification models require training data collected from previous projects where faulty modules have been identified. First, design the research questions for the empirical study. Second, describe the datasets used in the experiments. Third, put forward the experimental design based on the research questions. Last introduce the performance measure used in the research.

To evaluate the effectiveness of our proposed approach, design and perform a series of experiments using datasets collected from real-world software project, including the Eclipse projects, which is commonly used by researchers in software fault prediction. The Eclipse datasets are obtained from the PROMISE data repository.

2. Related Works

In this section, first we briefly introduce the background of software fault prediction. Second, we describe Two stage data preprocessing approach and finally we describe some classifiers for prediction purposes.

Defective modules in operational software may cause failures, increase costs of development and maintenance, and decrease customer satisfaction. Many prediction models have been proposed for identifying defect-prone software modules. Software metrics can be used for fault prediction in software projects. Performance of SFP is determined by either the choice of suitable classification algorithm or quality of datasets. It also depends on the selection of features from the large datasets.

In this paper, we present our two-stage data preprocessing approach and apply this approach to various classification models. The Two stage data preprocessing approach can combine both feature selection and instance reduction to eliminate irrelevant and redundant elements in the training data. By combing the feature selection and instance reduction, a balanced and effective dataset can be constructed to improve the quality of training data for classification models.

3. The Two-stage Data Preprocessing Approach

Two-stage data preprocessing approach for software fault prediction, which combines feature selection and instance reduction to eliminate both irrelevant and redundant units in software datasets. In particular, for the feature selection, we propose an improved version of our previous method[1].

First, feature ranking is used to eliminate irrelevant features. Second, a novel threshold-based clustering algorithm is used to remove redundant features. For the instance reduction, because the similarity among NFP instances (i.e., software modules) is usually high random sampling is applied to reduce the NFP instances. By the above two-phase preprocessing, we could get a balanced, high quality dataset for training the classification models, which would improve the performance of fault prediction [2].

In the framework, the feature selection (FS) stage performs feature ranking and threshold-based clustering in sequence, while the instance reduction (IR) stage uses random sampling to reduce the NFP instances. Here, FS is performed before IR (denoted as FS, IR) in our approach.

For feature selection, we need to keep as much information as possible to select the valuable features, and after eliminating instances the ranking of the features may be changed. On the other hand, as random sampling is used for instance reduction in our approach, the effect of feature selection on it can be ignored. The first step is performing relevance analysis to remove irrelevant features, and the second step is performing redundancy control to eliminate redundant features. Feature ranking is used for the first step, where individual features are ranked according to the importance (i.e., weights) in differentiating instances of different classes (i.e., FP or NFP). The subset of features from the top- of the ranking list is selected. To weight the relevance of a feature to the class, we should measure the correlation between them. The commonly used measures can be categorized into three groups: entropy based (such as information gain, gain ratio, and symmetric uncertainty), statistical based (such as chi-square), and instance based (such as Relief and ReliefF). In our method, we choose one representative from each group, each of which has been proven good in software fault prediction [2][3].

The novel threshold-based clustering algorithm (NTC)[39] is used for the second step. Algorithm shows the details of NTC. At first, features are grouped into clusters using a pre-specified threshold . To cluster these features, the algorithm starts by computing the similarity between each pair of features, and constructs a-nearest neighbor graph over the features. The nodes of the graph correspond to the features, and a link between two features and exists if the similarity is
no less than . After that, the feature which has the most compact neighborhood (i.e., the average similarity of its neighbor set is the highest) is selected, while all the remaining neighbors are removed. Finally, the graph is reconstructed without the selected feature and its neighbors. This procedure is repeated until all the features are either selected or removed. The methods for computing the similarity between any pair of features. To measure the similarity between any pair of features, we choose the non-linear similarity measure Symmetric Uncertainty (SU), and the commonly used linear similarity measure Cosine Similarity (COS). Both the SU and the COS measures range from 0 to 1. The greater the measure, the more likely the two features are similar. The algorithm is rather effective, and can be optimized. The most time-consuming part is the computation of the similarities between pairs of the features.

In the instance reduction stage, we apply random sampling to reduce the NFP instances. Random sampling is a simple but effective technique for instance reduction. It may bear the risk of losing information by removing valuable instances, because all the instances are treated similarly. However, during our experiments, we found that the similarities among the NFP instances are usually higher than 0.9 on average, no matter which function is used to compute them. Because the datasets used in our experiments are commonly used by other researchers, we think it is reasonable to reduce the NFP set by random sampling without replacement, which leads to the simplest implementation. To keep balance between the FP and NFP classes, we set the FP/NFP ratio as the terminal condition of sampling. In the experiments, the FP/NFP ratio is set to 35pers and 65pers according to the recommendation by Khoshgoftaar et al [5].

For instance reduction, the random under-sampling technique is proved useful, and can be applied to other feature selection methods with profitable results, while the over-sampling technique is not suitable, at least for software datasets. Random sampling is effective in the experiments, because we have found that similarities among instances in the datasets are usually high (e.g., the average instance similarity measured by SU is greater than 0.9 in almost all the datasets).

4. Software Fault Prediction Models

A. Naïve Bayes Software Defect Prediction Model

Naïve Bayes (NB) is a very effective machine learning method. A NB model treats defect prediction as binary classification, it trains and constructs predictor by analyzing historical data of software modules, based on predictor it will make decision whether new module has defects or not [9]. In [10] proposed Naive Bayes Prediction (NBP) model chooses software modules to be object unit of training and prediction. Let \( A = a_1, a_2, \ldots, a_n \) be a set of metrics attribute set, there is a vector \( M: (a_1, w_1), (a_2, w_2), \ldots, (a_n, w_n) \) denote a software module, where \( a \) is metrics and \( w \) is weight of \( ai \). We train the classifier using module data sets with category tag, and compute the defective probability of a new module which will make an alert when it exceeds a threshold.

If we define the category notion of software module is \( Ce(Cd, Cn) \) where \( Cd \) is defective category and \( Cn \) is non-defective category. Then according to Bayesian theory, the probability that software module is defective will be computed by,

\[
P[C_d | M] = \frac{P[M | C_d] \times P[C_d]}{\sum_{c \in C} P[M | C] \times P[C]} \tag{2}
\]

Classifier will classify software module \( M \) to \( Cd \) when the ratio greater than threshold. Estimation of \( P[M | c] \) is a key problem of NBP model. To solve this problem we use Multi-variants Gauss Naïve Bayes [10]. When attribute value of metrics is real-valued, Multi-variants Gauss Naïve Bayes (MvGNB) estimates \( P[M | c] \) using,

\[
P[M | c] = \prod_{i=1}^{n} g(w_i; \mu_c, \sigma_{ic}) \tag{3}
\]

Where we supposed that each attribute follows a normal distribution \( 'g' \) in each category \( 'c' \), and the mean \( (\mu) \) and typical deviation \( (\sigma) \) of each distribution are estimated from the training data sets. In [11] derived the Weighted NaïveBayes method, and then describe three heuristics for feature weight assignment. Used three heuristics in order to
estimate the weights of features based on their relative importance. Two novel heuristics are introduced for this purpose.

We have evaluated our approach on Weighted Naïve Bayes predictor, which is an extension of standard Naïve Bayes. To the best of our knowledge, the weighted features approach is a novel one in defect prediction literature. We observed linear methods for feature weighting lack the ability to improve the performance of Naïve Bayes [11].

B. Support Vector Machine model

SVM are useful tools for performing data classification. and have been successfully used in applications. SVM constructs an N-dimensional hyperplane that optimally separates the data set into two categories. The purpose of SVM modeling is to find the optimal hyperplane that separates clusters of vector in such a way that cases with one category of the dependent variable on one side of the plane and the cases with the other category on the other side of the plane [12]. The support vectors are the vectors near the hyperplane. The SVM modeling finds the hyperpalne that is oriented so that the margin between the support vectors is maximized. When the given points are separated by a nonlinear region, SVM classifier handles this by using a kernel function in order to map the data into a different space when a hyperplane can be used to do the separation. Decision stump achieves slightly higher classification accuracy, the precision and $f$ measure is much lower. Elish et al. [12] and [13] stated that the performance of Support Vector Machines (SVM) is generally better than, or at least is competitive against the other statistical and machine learning models in the context of four NASA datasets. In [14] Proposed ensemble SVM. The bagging algorithm creates an ensemble of models for a learning scheme where each model gives an equally weighted prediction. In this study, the Support Vector Machine is constructed and 10-fold cross validation technique is applied and evaluated error rate from the mean square error. Secondly, bagging is performed with Support Vector Machine to obtain a very good generalization performance.

C. Decision tree model

The Decision tree is one of the classification techniques which is done by the splitting criteria. The decision tree is a flow chart like a tree structure that classifies instances by sorting them based on the feature (attribute) value[15][16]. Each node in a decision tree represents a feature in an instance to be classified. All branches denote an outcome of the test, each leaf node hold the class label. The instances are classified from starting based on their feature value. Decision tree generates the rule for the classification of the data set. Decision trees use feature values for the classification of instances. A feature in an instance that has to be classified is represented by each node of the decision tree, while the assumption values taken by each node is represented by each branch. The classification of instances is performed by following a path through the tree from root to leaf nodes by checking feature values against rules at each node. The root node is the node that best divides the training data.

Three basic algorithms are widely used that are ID3, C4.5, and CART [18]. ID3 is an iterative Dichotomer 3. It is an older decision tree algorithm introduced by Quinlan Ross in 1986. The basic concept is to make a decision tree by using the top-down greedy approach. C4.5 is the decision tree algorithm generated by Quinlan. It is an extension of ID3 algorithm.. C4.5 algorithm is widely used because of its quick classification and high precision. CART stands for Classification Regression Tree introduced by Bremen. The property of CART is that it is able to generate the regression tree.

The C4.5 can be referred as the statistic Classifier. This algorithm uses gain radio for feature selection and to construct the decision tree[17]. It handles both continuous and discrete features. C4.5 algorithm is widely used because of its quick classification and high precision. C4.5 based technique that uses information entropy to build the decision tree. At each node of the decision tree, a rule is chosen by C4.5 such that it divides the set of training samples into subsets effectively. The C4.5 algorithm is an inductive supervised learning system which employs, decision trees to represent a quality model. C4.5 is a descendent of another induction program[17]

D. KNN model

The K-Nearest Neighbor (NN) is the simplest method of machine learning. It is a type of instance base learning in which object is classified based on the closest training example in the feature space[19][1]. It implicitly computes the decision boundary however it is also possible to compute the decision explicitly. So the computational complexity of KNN is the function of the boundary complexity. The k-NN algorithm is sensitive to the local structure of the data set. The special case when $k = 1$ is called the nearest neighbor algorithm. The best choice of $k$ depends upon the data set; larger values of $k$ reduce the effect of noise on the classification but make boundaries between classes less distinct. The various heuristic techniques are used to select the optimal value of K. KNN has some strong consistent results. As the infinity approaches to data, the algorithm is guaranteed to yield an error rate less than the Bayes error rate.

Nearest neighbour (a.k.a., lazy-learning) techniques are another category of statistical techniques. Nearest neighbor learners take more time in the testing phase, while taking less time than techniques like decision trees, neural networks, and Bayesian networks during the training phase .In this paper, we study the KNN nearest neighbor technique. KNN considers the K most similar training examples to classify an instance. KNN computes the Euclidean distance to measure the distance between instances. We find $K = 8$ to be the best-performing K value of the five tested options (i.e., 2, 4, 6, 8, and 16).

5. Experimental Design

In this section, we design experiments to demonstrate the effectiveness of our approach. First, we design the research
questions for the empirical study. Second, we describe the datasets used in the experiments. Third, we put forward the experimental design based on the research questions. Last we introduce the performance measure used in our research.

A. Research Questions
1) To validate whether the novel threshold-based clustering algorithm NTC of the feature selection stage can improve the performance of the classification models built after.
2) What are the effects of the characteristics of individual datasets, including level of instance sufficiency, and temporal issues, on the final performance of the approach.
3) Is our two-stage approach better to improve the performance of the classification models built after.

B. Dataset
To evaluate the effectiveness of our proposed approach, design and perform a series of experiments using datasets collected from real-world software project, including the Eclipse projects, which is commonly used by researchers in software fault prediction. The Eclipse datasets are obtained from the PROMISE data repository.

For the Eclipse datasets, three releases of Eclipse are collected with instances measured at the Java class level. Each of the Eclipse datasets contains 198 features, including the code complexity measures (such as LOC, cyclomatic complexity, and number of classes), the syntax tree based measures, and many others.

Before the experiments, we perform the following treatments to the datasets. 1) Remove all the non-numeric measures. 2) Transform the post-release faults measure (which counts the number of faults in the post release versions) into the binary class label. In particular, those containing one or more faults are labeled as FP, whereas those with zero faults are labeled as NFP. 3) Remove the measures which have only one distinct value. After performing these treatments, each Eclipse dataset leaves 155 features.

C. Proposed system SFP framework
The data preprocessing software ensure to improve the quality of data mining as it is designed by considering scalability characteristics. With the evolution of distributed computing, the databases were inherently distributed across the globe. The core need in the current industrial environment is to extract information from the huge, complex and dynamic data through data mining techniques. However, existing data mining tools are not effective in efficiently processing the dynamic and inconsistent data.

To overcome the existing system drawbacks we apply two stage data preprocessing method in training dataset to improve the quality of dataset. The quality of software datasets had serious effect on the performance of predicting software faults. Issues concerned in data quality include biased datasets, noise, a large number of features, and class imbalance. Fig 3.1 shows the proposed system work and Fig 3.2 shows architecture diagram of proposed system SFP model respectively.

D. Prediction Performance Measures
In order to evaluate performance of these models, we compared prediction results. We choose the AUC measure to evaluate the prediction performance. The results demonstrate the potential of our approach in enhancing the prediction performance of the classifiers built thereafter.

All the experiment results are averaged over 10 ×10-fold cross validation, which means 10-fold cross validation repeated 10 times in each experiment. A 10-fold cross validation means that the dataset is equally divided into 10 parts, and instances of each part are used in turn as the testing set, while the remaining instances are used as the training set [2], [11], [22], [49], [61]. The performance measure is averaged over the 10 folds. To further overcome the effect of randomness, the 10-fold cross validation is repeated 10 times, and the grand average value over the 10 repetitions is used as the final performance measure.
i. Confusion Matrix
A confusion matrix is a visualization tool that reports the number of true positives (TP), false positives (FP), true negatives (TN) and false negatives (FN). TN represents the fault free modules correctly classified. FP refers to fault free modules incorrectly labelled as faulty modules. FN corresponds to faulty modules incorrectly labelled as fault free modules. TP refers to modules that are correctly classified as faulty modules [5].

ii. ROC curve
AUC-ROC is used as a performance metrics [5][12][19]. A receiver operating characteristic (ROC) curve can be represented equivalently by plotting the probability of detection (PD) vs. probability of false alarms (PF). ROC curves can be beneficial for finding accuracy of predictions. ROC curve is divided in two different regions defined as follows. Risk incompatible region with high PD and high PF, is beneficial for safety critical systems as identification of faults is more important than validating false alarms. Cost incompatible region defines low PD and low PF, this region is beneficial for the organizations having limited Verification Validation budgets. Negative region with low PD high PF is also preferred for some of the software projects. ROC analysis can easily avoid this risk. AUC is area under the ROC curve. Higher AUC values indicate that the classifier is on average more to the upper left region of the graph.

iii. Accuracy
Accuracy is also known as correct classification rate. It can be find out as the ratio of the number of modules correctly predicted to the total number of modules. The accuracy is calculated as follows:

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\] (4)

iv. Precision
Precision is the proportion of the examples which truly have class x / Total classified as class x. Precision gives positive predictive values and it process values or product quality or exactness. So basically high precision stated the accurate results and it takes all relevant data but returns only topmost results.

Precision = TP / (True Positive + False Positive)

v. Recall
Recall gives sensitivity of problem and it process values or product quantity or completeness. It returned most relevant and part of the documents that are relevant as result from the query. In other words, modules that are really recognize as difficult to maintain from the total number of modules.

Recall = TP / (True Positive + False Negative)

vi. F-Measure
It is a combined measure for precision and recall.
F-Measure = 2*Precision*Recall / (Precision + Recall).

E. Results
An increasing number of studies use machine learning approaches to predict where faults are likely to occur in code. The performance of models is measured in a range of ways that makes cross comparison very complex. The external validation of models is rarely demonstrated. We found that combination of two stage data preprocessing approach and classification models are greatly improve the prediction accuracy of software fault prediction. Table 1: shows the comparison result of fault prediction models without Two stage dataprocessing approach and Table 2: shows that comparison result of software fault prediction models with Two stage data preprocessing approach.

| Table 1: Comparison Results of Algorithms without TSPP |
|------------------|------------------|------------------|------------------|------------------|
|                  | SFP Model        | NB Model         | DT Model         | KNN Model        |
| Precision        | 0.83             | 0.838            | 0.741            | 0.789            |
| Recall           | 0.836            | 0.797            | 0.812            | 0.812            |
| F-Measure        | 0.652            | 0.617            | 0.621            | 0.699            |
| AUC              | 0.837            | 0.861            | 0.838            | 0.841            |
| Accuracy         | 83.77            | 86.1             | 84.14            | 87.05            |

| Table 2: Comparison Results of Algorithms with TSPP |
|------------------|------------------|------------------|------------------|------------------|
|                  | SFP Model        | NB Model         | DT Model         | KNN Model        |
| Precision        | 0.85             | 0.898            | 0.87            | 0.84             |
| Recall           | 0.891            | 0.737            | 0.825            | 0.861            |
| F-Measure        | 0.737            | 0.728            | 0.737            | 0.797            |
| AUC              | 0.899            | 0.797            | 0.836            | 0.812            |
| Accuracy         | 85.54            | 89.99            | 84.14            | 88.87            |

6. Conclusion
Defect prediction is based on good data mining model. In this work different data mining algorithms used for defect prediction. We provide a two-stage data preprocessing approach, which incorporates both feature selection and instance reduction, to improve the quality of software datasets used by classification models for software fault prediction.

We systematically design experiments based on the Eclipse dataset. The results demonstrate the potential of our approach in enhancing the prediction performance of the classifiers built thereafter to comparing previous methods. Experiments reveal that SVM achieves best performance. Our most important finding is that there is no single data mining technique that is more powerful or suitable for all type of projects. Multiple classifiers were combined by majority voting of experts to get more accurate result.
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