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Abstract: The large volume of information available on the web, the broad coverage of the web content, the phenomenal number of 

web users and their continued rapid growth has presented a major challenge to the web community. Identifying and accessing relevant 

information suited to individual needs is called personalized information retrieval and access. Based on user’s requirements and 

preferences, the personalized recommendation systems are in need to provide proper recommendations . This paper proposes a product 

recommender system for intuitively supporting mobile users in decision making with respect to the location of both the user and product. 

Other recommendation techniques included in the project are: Personal interest based recommendation and  Friend Circle based 

recommendation. 
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1. Introduction 
 

Recommender Systems analyze some user and item 

interactions to help users by recommending the most 

relevant, feasible and appropriate items from a wide range 

and pool of items and resources.  New factors such as 

interpersonal relationships and interest in the circle of 

friends in social networking, provide opportunities and 

challenges for the recommendation system (RS) to solve the 

cold start and sparse problems of the data set. 

 

Recommender systems, in the most general sense, are used 

to give the user of a site/function (whether that be a 

streaming video site like Netflix and YouTube, an online 

shop like Amazon or an online auction site like eBay) some 

added value in the form of recommendations. Some of the 

recommenders use only behavioural data, e.g. ratings, 

purchases, clicks and so on, to predict what items a customer 

would like. When doing predictions with little or no data 

about the users or items, these kind of recommenders usually 

can’t give good, if any, recommendations. This is known as 

the cold-start problem. There are different kinds of systems 

and not everyone agrees on what classification should be 

used, but the most common classification divides all systems 

into one of three categories: Collaborative filters (CF), 

Content-based filters (CBF) or Hybrid filters. In 2012, a new 

classification is suggested that is based on the utility rather 

than the kind of information used by the system. The utilities 

are the following 

- Help to Decide 

- Help to Explore 

- Help to Compare 

- Help to Discover 

 

Recommender systems can also be categorized as giving 

non-personalized or personalized recommendations. 

Recommender systems providing personalized 

recommendations looks at a user’s history to help make 

recommendations, while the type giving non-personalized 

recommendations does not take that into account. Amazon is 

one e-commerce site that provides personal product 

recommendations. According to [4], they use item-item 

collaborative filtering in their recommendation system, i.e., 

they use behavioural data to make recommendations in the 

form of for example "people who bought this also bought 

that". [5] mentioned that Amazon uses hybrid 

recommendation system, i.e. a system that uses both content 

data and behavioural data. 

 

Recommender system compares a user profile to some 

reference characteristics and seeks to predict the ’rating’ or 

’preference’ that a user would give to an item they had not 

considered. These features may be from the information 

item (the content-based approach) or the user’s social 

environment (the collaborative filtering). Many of the 

recommender system using the technique is collaborative 

filtering (CF), analyze past community views to find 

correlations of similar users and items to suggest k 

personalized items to a querying user u. Many e-commerce 

firms have adopted the portal as the vehicle for their 

electronic commerce/business transactions. This is an 

integrative, user-centric and user-intensive approach, which 

offers various advantages and benefits to all stakeholders 

involved. 

 

Location-aware recommender system that uses location-

based ratings to produce recommendations. The traditional 

recommendation system is not considered spatial properties 

of users nor items. Experimental analysis using real and 

synthetic data sets i.e., Yelp data set,show that the proposed 

system is efficient, scalable, and provide better quality 

advice than techniques used in traditional recommender 

systems. 

 

2. The Approach 
 

The overall architecture of the location aware online product 

recommendation system is shown in fig : 
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Figure 1: Architecture diagram 

 

The SQL Server is a relational database management system 

(RDBMS) developed by Microsoft. This product is built for 

the basic function of storing retrieving data as required by 

other applications. It can be run either on the same computer 

or on another across a network. An application server is a 

component-based product that resides in the middle-tier of a 

server centric architecture. It provides middleware services 

for state maintenance and security, as well as data access 

and persistence. Java application servers are based on the 

Java 2 Platform, Enterprise Edition (J2EE). Here we have 

two application server, Web application and Android 

application. 

 

A Web application is a client-server software application, in 

which the client (or user interface) runs in a Web browser. 

Common web applications include web mail, online retail 

sales, online auctions, wikis, instant messaging services and 

many other functions. An Android app is a software 

application running on the Android platform. Because the 

Android platform is built for mobile devices, a typical 

Android app is designed for a smart phone or a tablet PC 

running on the Android OS. The android application 

displays Personal interest based product recommendation, 

Interpersonal influence based product recommendation and 

Location based product recommendation. 

 

The proposed system will solves the cold start problem of 

recommendation system. The cold start refers to the new 

user into the recommendation system with less historical 

behavior. If a new user to the system, the proposed system 

will recommend product based on their friend’s search 

history.  

 

A Web server is an HTTP program that uses HTTP 

(Hypertext Transfer Protocol) to provide users with a web 

page file based on the user's request (forwarded by the 

computer's HTTP client). Dedicated computers and 

appliances may be referred to as Web servers as well. 

Cascading Style Sheets (CSS) is a simple mechanism for 

adding styles (such as fonts, colors, spacing) to a Web 

document. These pages contain information about how to 

learn and use CSS and available software. Although it is 

most commonly used to set the visual style of web and user 

interfaces written in HTML and XHTML, the language can 

be applied to any XML document, including pure XML, 

SVG, and XUL, and is suitable for presenting media in voice 

or other ways. With HTML and JavaScript, CSS is the 

cornerstone technology used by most sites for creating 

visually appealing web pages, user interfaces for Web 

applications, and many mobile application user interfaces. 

 

The Internet is a global system that uses the Internet 

Protocol Suite (TCP / IP) in a global network of 

interconnected computer networks. It is a network of 

networks linked by a wide range of electronic, wireless and 

optical networking technologies, consisting of private, 

public, academic, business and government local to global 

networks. The Internet has a wide range of information 

resources and services such as interconnected hypertext 

documents and file sharing applications for the World Wide 

Web (WWW), e-mail, telephone and point-to-point 

networks. 

 

A Web browser, commonly known as a browser, is a 

software application for retrieving, presenting, and 

traversing information resources on the World Wide Web. 

The information resource is identified by a Uniform 

Resource Identifier (URI / URL) that can be a web page, 

image, video, or other content. Hyperlinks present in 

resources enable users easily to navigate their browsers to 

related resources. Although the browser is primarily 

intended for use with the World Wide Web, they can also be 

used to access information provided in a Web server or file 

system in a private network. 

 

The Android application is a software application running on 

the Android platform. Because the Android platform is built 

for mobile devices, the typical Android app is designed for 

smart phones or tablets running on Android. 

 

3. Recommendation Techniques 
 

The proposed system consists of mainly 3 segments based 

on the factors considering for recommendation, which are 1) 

Interest based recommendation, 2) Interpersonal influence 

based recommendation and 3) Location based 

recommendation. 

 

1) Interest based recommendation 

In personal interest based product recommendation, 

recommend products based on their interest category. These 

interest category are mined using decision tree approach. 

The steps involved in mining user interest are follows: 

 

a) Attend questionnaire 

The system will provide some questions, which include user 

age, job description, salary, gender etc. After attending the 

questionnaire, the system will store it to the corresponding 

database. 

 

b) Load query dataset: 

The query dataset will load inorder to make predictions. 

After that the system will predict interest category using 

decision tree approach. 
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c) Plot decision tree: 
After loading the query dataset the system will plot 

corresponding decision tree. Which makes the prediction of 

user interest based on the query data. 

 

d) Predict category 

After plotting decision tree, we get predictions based on user 

interest. Then the system will discover the category that the 

user interested in. After mining the user interest category, 

the system will recommend product / services according to 

the user interest. 

 

e)  Decision Tree 

Decision Tree Classifier is a simple and widely used 

classification technique. It applies to the intuitive idea of 

solving the classification problem. Decision tree classifiers 

have a series of well-designed questions about test record 

attributes. Each time it receives an answer, a follow-up 

question is asked until a conclusion about the class label of 

the record is reached. Constructing the optimal decision tree 

is the key problem in the decision tree classifier. Usually, 

decision trees can be constructed from a given set of 

attributes. A stop condition is also needed to terminate the 

tree-growing process. One possible strategy is to continue to 

expand a node until all records belong to the same class, or 

all records have the same attribute value. Prediction is one of 

the most important usages of decision tree models. Using the 

tree model derived from historical data, it’s easy to predict 

the result for future records. 

 

2) Interpersonal influence based recommendation. 

In Interpersonal influence based recommendation, consider 

user’s relationship to the other user’s. Here recommend 

product which are interested by the user’s friends with 

higher rating. The proposed system will solves the cold start 

problem of recommendation system. The cold start refers to 

the new user into the recommendation system with less 

historical behavior. If a new user to the system, the proposed 

system will recommend product based on their friend’s 

interest. 

 

3) Location based recommendation. 

In location based product recommendation consider the geo 

location of both user and item. Which mainly helpful for 

travelers. For example, When a user is travelling to a new 

place, he wants to purchase the product which are popular in 

that specific region, then the proposed system will 

recommend the products by considering the 

recommendation of persons in that region. 

 

4. Dataset 
 

Yelp Dataset 

Yelp is a local directory service with social networking and 

user reviews. It is one of the most popular consumer review 

websites and has more than 71 million monthly unique 

visitors as of January 2012. It combines local reviews and 

social networking functionality to create a local online 

community. Yelp allows real people to contribute their own 

reviews. This body of social reviews creates a participatory 

culture where anyone can share their insight and suggestions 

and add to a body of "collective intelligence" on local 

businesses, here  call items, by using their personal 

knowledge and skill sets to post, revise, and assign them 

numeric ratings in the range of 1 to 5. Essentially, this form 

of intelligence allows people to actively participate and 

share their knowledge with other users, especially their 

friends. Different from the Epinion datasets, the friendships 

between users are bidirectional: if user A is in user B’s 

friend list, then user B is also in user A’s friend list. 

However, the influence between users with friendship is 

unidirectional: if user A’s trust value towards B is 0.5, then 

user B’s trust value towards A may be 0.3. 

 
Figure 2: Distribution of the ratings in the 22 categories of  

Yelp dataset. [10] 

 

Here crawled nearly 60 thousand user’s circles of friends 

and their rated items from November 2012 to January 2013. 

First collect some active users in New York as origin, 43 and 

then crawl these user’s friends to build the sub-networks of 

Yelp. Except the user without any rated history (at least one 

rated item), the dataset consists of ratings from 10,555 users 

who rated a total of 1,783,922 items from 22 big categories 

(actually, Yelp has 26 big categories, the other four 

categories are with a few user and items). The average 

number of user ratings is about 169. The distribution of the 

ratings cross all categories is plotted in Fig. 2. The top three 

popular categories are Restaurants, Night Life, and 

Shopping. Merge the similar categories like Restaurants and 

Food,  Night Life and Bars. 

 

 
Figure 3: Yelp Data: Statistic of the Test Categories [10] 

 

Paper ID: ART20175182 652 



International Journal of Science and Research (IJSR) 
ISSN (Online): 2319-7064 

Index Copernicus Value (2015): 78.96 | Impact Factor (2015): 6.391 

Volume 6 Issue 7, July 2017 

www.ijsr.net 
Licensed Under Creative Commons Attribution CC BY 

To test the applicability of the proposed model, choose eight 

categories based on the popularity distribution of the 22 

categories. There are three most popular categories, three 

common categories (Active Life, Beauty and Spas, Hotels 

and Travel) and two less rating but interesting categories 

(Home Services and Pets). Finally, the eight categories are 

selected as dataset. More detail of this dataset can be found 

from website of SMILES LAB7. Here tried to remove 

personal information manually before sharing this dataset. 

Fig. 3 is a statistic of users and items in the eight categories, 

where is user’s average rating value in c. 

 

5. Performance Measures 
 

Recommendation accuracy acquired by, true positive rate, 

false positive rate, precision, recall and F-measures using 

.Net tool. 

 

 
Figure 4: Factors influencing performance of RS 

 

a) Precision 

Precision proportion of the examples which truly have class 

x / Total classified as class x. Precision gives positive 

predictive values and it process values or product quality or 

exactness. So basically high precision stated the accurate 

results and it takes all relevant data but returns only topmost 

results. 

 
 

b) Recall 

Recall gives sensitivity of problem and it process values or 

product quantity or completeness. It returned most relevant 

and part of the documents that are relevant as result from the 

query. In other words, modules that are really recognize as 

difficult to maintain from the total number of modules. 

 
 

c) F-Measure 

It is a combined measure for precision and recall. 

 
 

d) Comparison Graph 

This proposed system is compared with interest based 

recommendation and interpersonal influence based 

recommendation techniques:- 

 
Figure 5: Interest based recommendation: Precision, Recall, 

F-Measure graph 

 

 
Figure 6: Interpersonal influence based recommendation : 

Precision, Recall, F-Measure graph 

 

 
Figure 7: Location based recommendation: Precision, 

Recall, F-Measure graph 
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And the proposed system provides more accurate result. 

 

6. Conclusion 
 

The proposed system focus on development and evaluation 

of a recommender system within the product domain. Here 

propose a novel location-aware recommender system built 

specifically to produce high-quality location-based 

recommendations in an efficient manner. Evaluation will be 

done by assessing the system functionality and comparing 

the recommender precision. Our conclusion from the 

experiment can be summarized as follows: 

1) Location aware recommendation increases recommender 

precision. Which provide faster query results without 

loss in the quality of recommendation. 

2) User location has proved to be an important aspect. Our 

experiment has shown that by integrating a mechanism 

work for adding location into the recommender system, it 

has been possible to produce recommendations that 

better suits the user’s preferences. 

 

In the future, going to incorporate the temporal and weather 

features into the recommendation system. 
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