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Abstract: Data mining is used to extract useful information from the vast amount of data. Classification is one of the techniques of data mining which will be used to predict the target attribute accurately from the knowledge it gained from the training data. There are various classifiers which among decision tree is very simple and most effective method. Accuracy of a classifier is how well it predicts the target attribute of test data correctly from the knowledge gained from the training set. In this paper, classification accuracy of C4.5 is improved with K means Clustering and adding the tested data dynamically to the training set. This improved C4.5 predicts the target variable with higher accuracy level with the help of K means clustering which is used to discretize the continuous data.
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1. Introduction

Data mining is used to analyze large amounts of data effectively to discover some useful information. Classification is one of the techniques of data mining which will be used to predict the target attribute accurately from the knowledge it gained from the training data.

There are various classifiers such as Decision trees, Bayesian classifier, random forest, neural network and support vector machine. Among all, decision tree is widely used because it is very simple, easy to understand and most effective method.

Clustering is an unsupervised classification which is used to group the similar values without target attribute. There are various clustering approaches such as hierarchical, partitioning, grid based, density based and model based. Among all, partitioning based K means clustering method is very simple. Hybrid of C4.5 with K means is used in various applications like networking, medicine and educational mining.

In this paper, C4.5 accuracy is improved by integrating with k means clustering where this clustering is used to handle the continuous data. This continuous data brings disadvantages to the decision tree which ultimately lowers the accuracy.

2. Related Work

This section summarises literature review of various studies made on C4.5, K means clustering and the integration of C4.5 with K means clustering.

C4.5 is optimized using L’hospital rule instead of logarithmic function which takes longer time when calculating gain ratio. L’hospital rule works faster and gives more effective results than the normal one [8]. The data mining tool WEKA has been used as an API of MATLAB for generating the modified C4.5 classifier. C4.5 has been improved for Diabetes data set by Loading ARFF file from WEKA to MATLAB and refine the data set using MATLAB then C4.5 is applied which improved the accuracy significantly [2]. Decision tree algorithm and cluster analysis is integrated to classify a given data set. Decision tree or clustering is considered for classification based on the information gain value. The algorithm whichever has the greater information gain is being selected for the given data set [5]. Classification algorithms are studied on a student set and found C4.5 is highly used for predicting student’s academic performance [1]. Simple operations of algebra are used in C4.5 instead of log function which takes long time to calculate information gain. This improvement of using algebraic operations consume less time than the existing one [9]. C4.5 is improved by applying the feature selection to reduce the dataset dimension and reduced error Pruning to remove the sections of the tree that provide little power to Classify instances and then applied cross validation methods which overall improved classification accuracy [10]. Decision tree algorithm C4.5 is improved by applying post running to remove the branches of the tree which gives least effect for classifying the instances and then proper cross validation methods were applied which improved the accuracy of the algorithm [11].

K means Clustering algorithm calculate the distance between each data object and all cluster centers in each iteration, which makes the efficiency of clustering is not high. This paper proposes an improved k means algorithm which requires a simple data structure to store some information in every iteration, which is to be used in the next iteration. The improved method avoids computing the distance of each data object to the cluster centers repeatedly which effectively improve the speed of clustering and accuracy, reducing the computational complexity of the k means [14]. K means clustering is very sensitive to the initial values. This Paper proposes new algorithm to improve this scenario based on Iterative density. Through continuous modification to density threshold, it gets the more clustering centers and merges them until the specified number of clustering center is met which optimizes the dependence[7]. This paper optimizing the running time of K means clustering and it comes from the observation that after a certain number of iterations, only a small part of the data
elements change their cluster, so there is no need to re-distribute all data elements. Therefore the paper puts an edge between those data elements which won’t change their cluster during the next iteration and those who might change it, reducing significantly the workload in case of very big data sets [3].

K means clustering is used for the defect segmentation of fruits. The pixels are clustered based on their color and spatial features then the clustered blocks are merged to a specific number of regions which provides a feasible solution for defect segmentation [6].

Hybrid of K means clustering with C4.5 is used for classifying the anomalies and normal activities in the network system. The K means clustering algorithm is used to partition the training instances into K clusters and build C4.5 decision tree for each cluster which refines the decision boundaries by learning the subgroups from the cluster [13]. Node Localization in a wireless network has been handled by k means clustering with the decision tree C4.5. The combination of both algorithms has been used to choose the best node among a set of intersection points from the anchor and localized node within the range of an unlocalized node [12].

Hybrid of K means clustering with C4.5 is used for classifying the breast cancer. Malignant cases are extracted from the dataset and given to the k means clustering to partition the instances into clusters and Decision tree is build for each cluster. This hybrid algorithm provides the results which will be very useful to experts to diagnose malignant cases with better accuracy and reliability to find the type of cancer [4]. K means clustering and decision tree is used to promote the customer value. This investigation first applies the K means method to divide the customers into high, middle and low valued groups. Decision tree is utilized to mine the characteristics of each customer segment which will be the valuable reference for the managers to promote customer value [15].

3. Methodology

3.1. Clustering:

Clustering is a process of partitioning a set of data (or objects) into a set of meaningful sub-classes, called clusters. It is an unsupervised classification.

3.1.1. K means Clustering:

K-means is a partition based clustering method that aims to find the positions of the clusters that minimize the distance from the data points to the cluster. K is a positive integer number. The grouping is done by minimizing the sum of squares of distances between data and the corresponding cluster centroid. The numbers of clusters are fixed at first. The main idea is to define K centroids for each cluster. The next step is to associate each point in the data set to the nearest centroid. When no points are in data set, the grouping is done. Now New centroids have to be found and a new building has to be done between the same data point and the nearest new centroid. As a result K centroids change their location step by step until no more changes are done.

Algorithm: K means Clustering
1. Select K points as the initial centroids
2. Repeat
3. Form K clusters by assigning all points to the closest centroid
4. Recompute the centroid of each cluster
5. Until the centroids don’t change

3.2. Classification

Classification is one of the Data Mining techniques that are mainly used to analyse a given dataset. It is used to extract models that accurately define important data classes within the given dataset.

Classification is a two-step process.
Step 1: The model is created by applying classification algorithm on training data set
Step 2: The extracted model is tested against a predefined test dataset to measure the model trained performance and accuracy.

So classification is the process to assign class label from dataset whose class label is unknown.

3.2.1. Decision Tree

A decision tree is a flow-chart-like tree structure, where each internal node is denoted by rectangles, and leaf nodes are denoted by ovals. All internal nodes have two or more child nodes. All internal nodes contain splits, which test the value of an expression of the attributes. Arcs from an internal node to its children are labelled with distinct outcomes of the test. Each leaf node has a class label associated with it.

![Decision Tree](image)

Figure 1: Decision Tree

A. C4.5:

This algorithm is a successor to ID3 developed by Quinlan Ross. C4.5 handles both categorical and continuous attributes to build a decision tree. In order to handle continuous attributes, C4.5 splits the attribute values into two partitions based on the selected threshold such that all the values above the threshold as one child and the remaining as another child. It also handles missing attribute values. C4.5 uses Entropy and Information gain as an attribute selection measure to build a decision tree. It removes the biasness of information gain when there are many outcome values of an attribute.

Entropy is the measure of disorder or impurity

\[
\text{Entropy} = - \sum_{i} P_i \log_2 P_i
\]

\(P_i\) is the probability of class i

Information gain tells us how important given attribute of the feature vector is. This information gain is used to decide
the ordering of attributes in the nodes of a decision tree. More precisely the information gain, \( \text{Gain}(S, A) \), of an attribute \( A \), relative collection of examples \( S \), is given by equation.

\[
\text{Gain}(A) = I(S1, S2, \ldots, Sm) - E(A)
\]

In other words gain \( (A) \) is the expected reduction in entropy caused by knowing the Value of attribute \( A \).

At first, calculate Entropy and information gain for each attribute. The root node will be the attribute whose information gain is maximum. C4.5 uses pessimistic pruning to remove unnecessary branches in the decision tree to improve the accuracy of classification.

### Algorithm C4.5:

This algorithm has a few base cases.

- All the samples in the list belong to the same class. When this happens, it simply creates a leaf node for the decision tree saying to choose that class.
- None of the features provide any information gain. In this case, C4.5 creates a decision node higher up the tree using the expected value of the class.
- Instance of previously unseen class encountered. Again, C4.5 creates a decision node higher up the tree using the expected value.

**Pseudo code:**

In pseudo code, the general algorithm for building decision trees is

1. Check for the above base cases.
2. For each attribute \( a \), find the normalized information gain ratio from splitting on \( a \).
3. Let \( a_{\text{best}} \) be the attribute with the highest normalized information gain.
4. Create a decision node that splits on \( a_{\text{best}} \).
5. Recurse on the sublists obtained by splitting on \( a_{\text{best}} \), and add those nodes as children of the node.

### 4. Accuracy Improvement of C4.5

C4.5 is the most popular classification algorithm. There are many advantages of using C4.5 such as accounting for missing values, decision trees pruning, continuous attribute value ranges, derivation of rules, etc. The drawback of this classifier is that it gives lower accuracy with continuous data. Accuracy of a classifier is how well it predicts the target attribute of test data correctly from the knowledge gained from the training set. In order to handle continuous attributes, C4.5 creates a threshold and then splits the list into those whose attribute value is above the threshold and those that are less than or equal to it. Another problem is that continuous attribute is being considered more than once while building the tree which results in a larger tree leading to post pruning.

#### 4.1 Transforming continuous attribute

C4.5 algorithm reads the training data and builds the decision tree. While constructing the tree the algorithm checks whether any continuous attributes are given in the data set. If yes, the algorithm calls the K means clustering algorithm with the attribute values. K means clustering is used here to transform the continuous values of the attribute as categorical value. Once the values are categorized, k means clustering returns the categorical value for that particular attribute to C4.5 algorithm. Then C4.5 considers these categorical values for that attribute and builds the tree. This process of transforming continuous values into categorical values using \( K \) means clustering while constructing the tree greatly improves the accuracy of the classifier.

### 5. Experimental Results

The Proposed work has been evaluated with the students’ data set. Educational mining is the current trend which uses data mining. There is huge amount of data stored in educational database about students but being unused. Educational institutions normally execute some queries on database to fetch past records about a student. But the data stored in educational database can predict a student’s performance if used correctly. This can help the student to improve himself in future and can help the staffs to give some additional care for the students who were not performing well enough. Choosing the attributes from the data set for classification lays vital role to predict the target attribute accurately. The students data set used to evaluate the performance of the proposed work is given below

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Possible Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>IAT</td>
<td>Internal Assessment Test</td>
<td>Numeric</td>
</tr>
<tr>
<td>AS</td>
<td>Attendance Status</td>
<td>(High, Low)</td>
</tr>
<tr>
<td>CA</td>
<td>Current Arrears</td>
<td>{Yes, No}</td>
</tr>
<tr>
<td>HTL</td>
<td>Hostel</td>
<td>{Yes, No}</td>
</tr>
<tr>
<td>PC</td>
<td>Project Completion</td>
<td>{Yes, No}</td>
</tr>
<tr>
<td>AC</td>
<td>Assignment Completion</td>
<td>{Yes, No}</td>
</tr>
<tr>
<td>PW</td>
<td>Parents Work</td>
<td>{Yes, No}</td>
</tr>
<tr>
<td>AD</td>
<td>Academic Detention</td>
<td>{Yes, No}</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>C4.5</td>
<td>73%</td>
</tr>
<tr>
<td>K means clustering with C4.5</td>
<td>92%</td>
</tr>
</tbody>
</table>

The below Figure 1 column chart shows the graphical representation of Table 2
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6. Conclusions and Future Work

C4.5 is the most popular classification algorithm. This algorithm has the disadvantage of handling continuous attributes which greatly reduces the classifier accuracy. Transforming the continuous values of the attribute into categorical value using K means clustering while building the decision tree improves the classification accuracy significantly. In addition to that, the tested data using the proposed work will be added to the training set which again improves the accuracy of the classifier. As a future work, the proposed work can be tested with other data sets and other clustering algorithms can be used instead of k means clustering.
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