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Abstract: This paper concerns with the convergence, rate of convergence, of Jungck-Picard-S.iterative scheme. We show that the previous iteration converges to a unique common fixed point when applied to a pair of Jungck-contraction mappings under certain condition. Also, we compare the speed of various Jungck-iterative schemes with Jungck-Picard-S for a pair of Jungck-contraction mappings using certain condition.
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1. Introduction and Preliminaries:

In 1976, Jungck[1] generalized Banach’s contraction principle using the concept of commuting mappings which was given by Pfeffer[2] but Jungck has introduced it in more general context.

Proposition (1.1) [1]:
Let 𝑆 be a mapping on a set 𝑋 into itself. Thus 𝑆 has a fixed point if and only if there is a constant mapping 𝑇 : 𝑋 → 𝑋 which commutes with 𝑆.

Hence Jungck[1] has used this proposition and produced his theorem of common fixed point.

Theorem (1.2) [1]:
Let 𝑆 be a continuous mapping of a complete metric space (𝑋, 𝑑) into itself. Then 𝑆 has a fixed point in 𝑋 if and only if there exists a constant mapping 𝑇 : 𝑋 → 𝑋 which commutes with 𝑆 which satisfies 𝑇 (𝑋) ⊆ 𝑆 (𝑋) and 𝑑(𝑇 𝑥, 𝑇 𝑦) ≤ 𝛿𝑑(𝑆 𝑥, 𝑆 𝑦).

In 1986, Jungck[3], introduced more generalized commuting mappings, called compatible mappings which are useful for obtaining common fixed points of mappings.

Definition (1.3) [3]:
Let (𝑋, 𝑑) be a metric space, 𝑇, 𝑆 : 𝑋 → 𝑋 are said to be compatible if
\[ \lim_{n \to \infty} d(TS(x_n), ST(x_n)) = 0, \]
where \( \{x_n\}_{n=0}^{\infty} \) is a sequence such that \( \lim_{n \to \infty} TX_n = \lim_{n \to \infty} SX_n = t \) for some \( t \in X \).

Thus in 1996 Jungck et. al. [4] introduced the concept of coincidence point and depending on it, in 1998, Jungck and Rhoades [5] defined the notion of weakly compatible and showed that compatible mappings are weakly compatible but the converse is not true.

Definition (1.4) [5]:
Let 𝐵 be a Banach space and, 𝑇, 𝑆 : 𝐵 → 𝐵. A point 𝑢* ∈ 𝐵 is called a coincidence point of a pair of self mappings 𝑇, 𝑆 if there exists a point 𝑧 (called a point of coincidence) in 𝐵 such that 𝑧 = 𝑆 𝑢* = 𝑇 𝑢*. Two self mappings 𝑆 and 𝑇 are weakly compatible if they commute at their coincidence points, that is if 𝑆 𝑢* = 𝑇 𝑢* for some 𝑢* ∈ 𝐵 then 𝑇 𝑆 𝑢* = 𝑇 𝑆 𝑢*.

And the point 𝑢* ∈ 𝐵 is called common fixed point of 𝑆 and 𝑇 if 𝑢* = 𝑆 𝑢* = 𝑇 𝑢*. We abbreviate the set of coincidence points of 𝑆 and 𝑇 by 𝐶(𝑆, 𝑇).

In 2005, Singh et. al. [6] significantly improved on the result of Jungck[1] when he proved the following result which is now called Jungck-contraction principle.

Theorem (1.5) [6]:
Let (𝑋, 𝑑) be a metric space. Let 𝑇, 𝑆 : 𝑋 → 𝑋 satisfying
\[ d(Tx, Ty) \leq \delta d(Sx, Sy), \]
where \( \delta < 1 \), for all \( x, y \in X \). If \( T(X) \subseteq S(X) \) and \( S(X) \) is a complete subspace of \( X \), then \( S \) and \( T \) have a coincidence. Indeed, for any \( x_1 \in X \), there exists a sequence \( \{x_n\}_{n=1}^{\infty} \) in \( X \) such that
1. \( x_{n+1} = Tx_n \) for some \( n \in \mathbb{N} \)
2. \( \{x_n\}_{n=1}^{\infty} \) converges to \( S 𝑢* \) for some \( u* \in X \) and \( S u* = Tu* \) that is \( S \) and \( T \) have a coincidence at \( u* \).

Further, if \( S, T \) commute (just) at \( u* \) then \( S \) and \( T \) have a unique common fixed point.

Remark (1.6):
If \( S = id \) (identity mapping), then the Jungck-contraction mappings is the same as the well known contraction mapping. Olatinwo[7] and Chughet. al. [8] built on that work to introduce Jungck-SP iterative schemes and proved their convergences of the coincidence points of some pairs of certain mappings with the assumption that one of each of the pairs of mappings is injective. Their iterative schemes are defined as follows:

Definition (1.7) [7]:
Let \( 𝐵 \) be a Banach space and \( 𝐶 \) be a nonempty subset of \( 𝐵 \). Let \( 𝑇, 𝑆 : 𝐶 → 𝐶 \) be two self mappings such that \( T(𝐶) \subseteq S(𝐶) \). For \( u_1 \in 𝐶 \), the Jungck-Noor iterative scheme is the sequence \( \{Su_n\}_{n=1}^{\infty} \) defined by
\[ Su_{n+1} = (1 - \alpha_n)Su_n + \alpha_n Tv_n \]
\[ Sv_n = (1 - \beta_n)Su_n + \beta_n Tw_n \]

where \( \{\alpha_n\}_{n=1}^{\infty}, \{\beta_n\}_{n=1}^{\infty} \) and \( \{\gamma_n\}_{n=1}^{\infty} \) are real sequences in \( (0, 1) \) such that \( \sum_{n=1}^{\infty} \alpha_n = \infty \).

Definition (1.8) [8]:
Let \( 𝐵 \) be a Banach space and \( 𝐶 \) be a nonempty subset of \( 𝐵 \). Let \( 𝑇, 𝑆 : 𝐶 → 𝐶 \) be two self mappings such that \( T(𝐶) \subseteq S(𝐶) \). For \( p_1 \in 𝐶 \), the Jungck-SP iterative scheme is the sequence \( \{Sp_n\}_{n=1}^{\infty} \) defined by
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\[ S_{p_{n+1}} = (1 - \alpha_n)S_{b_n} + \alpha_nT_{q_n} \]

\[ S_{q_{n+1}} = (1 - \beta_n)S_{r_n} + \beta_nT_{r_n} \]

\[ S_{r_n} = (1 - \gamma_n)S_{p_n} + \gamma_nT_{p_n} \in \mathbb{N} \]

where \( \{\alpha_n\}_{n=1}^{\infty} \), \( \{\beta_n\}_{n=1}^{\infty} \) and \( \{\gamma_n\}_{n=1}^{\infty} \) are real sequences in \([0,1)\) such that \( \sum_{n=1}^{\infty} \alpha_n = \infty \).

Hussain et al. [9] introduced the Jungck-CR iterative scheme and proved its convergence to a unique common fixed point of a pair of certain mappings without assuming the injectivity of any of the mappings but rather they proved their results for a pair of weakly compatible mappings \( S, T \).

**Definition (1.9) [9]:**

Let \( B \) be a Banach space and \( C \) be a nonempty subset of \( B \). Let \( T, S : C \to C \) be two self mappings such that \( T(C) \subseteq S(C) \). For \( a_n \in C \), the Jungck-CR iterative scheme is the sequence \( \{S_{a_n}\}_{n=1}^{\infty} \) defined by

\[ S_{a_{n+1}} = (1 - \alpha_n)S_{a_n} + \alpha_nT_{a_n} \]

\[ S_{a_{n+1}} = (1 - \beta_n)S_{a_n} + \beta_nT_{a_n} \]

\[ S_{a_{n+1}} = (1 - \gamma_n)S_{a_n} + \gamma_nT_{a_n} \in \mathbb{N} \]

where \( \{\alpha_n\}_{n=1}^{\infty} \), \( \{\beta_n\}_{n=1}^{\infty} \), and \( \{\gamma_n\}_{n=1}^{\infty} \) are real sequences in \([0,1)\) such that \( \sum_{n=1}^{\infty} \alpha_n = \infty \).

Recently, Bader [10] defined the following Jungck-Picard-S iterative scheme. In this section, we will prove its convergence to a unique common fixed point for a pair of Jungck-contraction mappings \( S, T \).

**Definition (1.10) [10]:**

Let \( B \) be a Banach space and \( C \) be a nonempty subset of \( B \). Let \( T, S : C \to C \) be two self mappings such that \( T(C) \subseteq S(C) \). For \( x_1 \in C \), the Jungck-Picard-S iterative scheme is the sequence \( \{S_{x_n}\}_{n=1}^{\infty} \) defined by

\[ S_{x_{n+1}} = T_{y_n} \]

\[ S_{y_n} = (1 - \beta_n)S_{x_n} + \beta_nT_{x_n} \]

\[ S_{z_n} = (1 - \gamma_n)S_{x_n} + \gamma_nT_{x_n} \in \mathbb{N} \]

where \( \{\beta_n\}_{n=1}^{\infty} \) and \( \{\gamma_n\}_{n=1}^{\infty} \) are real sequences in \([0,1)\) such that \( \sum_{n=1}^{\infty} \beta_n\gamma_n = \infty \).

2. **Convergence of Jungck-Picard-S Iterative Scheme**

In this section we will prove the convergence of Jungck-Picard – S. iteration

**Theorem (2.1):**

Let \( B \) be a Banach space and \( C \) be a nonempty closed convex subset of \( B \), \( S, T : C \to C \) be self-mappings satisfying Jungck-contraction condition (1.6), such that \( T(C) \subseteq S(C) \) and \( S, T \) are weakly compatible. Suppose that there exists a \( z \in C(S, T) \) such that \( S_x = T_x = u^* \) and \( \{S_{x_n}\}_{n=1}^{\infty} \) generated by (1.10) is the Jungck-Picard-S iterative scheme, where \( \{\beta_n\}_{n=1}^{\infty} \) and \( \{\gamma_n\}_{n=1}^{\infty} \) are real sequences in \([0,1)\) satisfying \( \sum_{n=1}^{\infty} \beta_n\gamma_n = \infty \). Then the Jungck-Picard-S iterative scheme \( \{S_{x_n}\}_{n=1}^{\infty} \) converges to \( u^* \). Moreover \( u^* \) is the unique common fixed point of \( S, T \).

**Proof:**

First we prove \( \{S_{x_n}\}_{n=1}^{\infty} \) converges to \( u^* \). It follows from (1.6) and (1.10) that

\[ \|S_{x_{n+1}} - u^*\| = \|T_{y_n} - u^*\| \]

\[ \leq \delta \|y_n - u^*\| \]

\[ \leq \delta \|S_{x_{n+1}} - u^*\| \]

\[ \leq \delta \|S_{x_n} - u^*\| \]

Repeating this process \( n \) times, we observe:

\[ \|S_{x_{n+1}} - u^*\| \leq \delta (1 - \beta_n)^n \|T_{x_1} - u^*\| \]
\[ \|Sw - u^*\| \leq (1 - \gamma_n)\|Su_n - u^*\| + \gamma_n \delta \|Su_n - u^*\| \] (3.4)

Combining (3.2), (3.3) and (3.4), and since \( \delta \in [0,1) \) and \( \alpha_n, \beta_n \in [0,1], n \in \mathbb{N} \), we get:
\[ \|Su_{n+1} - u^*\| \leq (1 - \alpha_n \beta_n \gamma_n(1 - \delta)) \|Su_n - u^*\| \]

Using (3.1) and (3.5), we obtain:
\[ \|Su_{n+1} - u^*\| \leq \prod_{k=1}^{n}[1 - \alpha_k \beta_k \gamma_k(1 - \delta)] \|Su_1 - u^*\| \] (3.5)

Therefore
\[ \|Sw - u^*\| \leq \prod_{k=1}^{n}[1 - \alpha_k(1 - \delta)] \|Sw - u^*\| \] (3.6)

Combining (3.6), (3.7) and (3.8), we have:
\[ \|Sp_{n+1} - u^*\| \leq \prod_{k=1}^{n}[1 - \alpha_k(1 - \delta)] \|Sp_n - u^*\| \]

And so on, we get:
\[ \|Sp_1 - u^*\| \leq \prod_{k=1}^{n}[1 - \alpha_k(1 - \delta)] \|Sp_1 - u^*\| \] (3.9)

Using (3.1) and (3.9), we obtain:
\[ \|Sp_{n+1} - u^*\| \leq \prod_{k=1}^{n}[1 - \alpha_k(1 - \delta)] \|Sp_1 - u^*\| \]

Thus it follows from ratio test that \( \lim_{n \to \infty} \theta_n = 0 \) which implies that the iterative sequences defined by Jungck-Picard-S (1.10) converges to \( u^* \) faster than the iterative sequence defined by Jungck-SP iteration method (1.7).

From Jungck-SP iteration (1.8) and Jungck-contraction condition (1.6), we have:
\[ \|Sp_{n+1} - u^*\| \leq (1 - \alpha_n)\|Sp_n - u^*\| + \alpha_n\|Tq_n - u^*\| \]

By the same argument we have:
\[ \|Sw - u^*\| \leq \|Sw - u^*\| \] (3.7)

Therefore
\[ \|Sw - u^*\| \leq (1 - \gamma_n(1 - \delta))\|Sw - u^*\| \] (3.8)

Combining (3.6), (3.7) and (3.8), we have:
\[ \|Sp_{n+1} - u^*\| \leq (1 - \gamma_n(1 - \delta))\|Sp_n - u^*\| \]

Using (3.1) and (3.9), we obtain:
\[ \|Sp_{n+1} - u^*\| \leq \prod_{k=1}^{n}[1 - \alpha_k(1 - \delta)] \|Sp_1 - u^*\| \]

Thus it follows from ratio test that \( \lim_{n \to \infty} \theta_n = 0 \) which implies that the iterative sequences defined by Jungck-Picard-S (1.10) converges to \( u^* \) faster than the iterative sequence defined by Jungck-CR iteration method (1.9).

Now to support our result in the above theorem, with the help of computer programs in java, we give an example for comparing the speed of Jungck-Picard-S iterative scheme (1.10) and the speed of Jungck-Noor (1.7), Jungck-SP (1.8) and Jungck-CPD (1.9) iterative schemes.

Example (3.2): Let \( B = \mathbb{R} \), \( C = [1,4) \). \( S, T : C \to C \) are mappings defined as \( Sx = x^2 \) and \( Tx = \frac{1+x}{2} \) for all \( x \in C \).

It is easily seen that the mappings \( S \) and \( T \) satisfy Jungck-contraction condition (1.6) with the unique common fixed point 1 take \( \alpha_n = \beta_n = \gamma_n = 0.1 \) or all \( n = 1, \ldots, 253 \) with initial value 0.6. The comparison of the rate of convergence of the speed Jungck-Picard-S iterative scheme (1.10) and the speed of Jungck-Noor (1.7), Jungck-SP (1.8) and Jungck-CPD (1.9) iterative schemes to a common fixed point of \( S \) and \( T \) is shown in the following tables.
From the above tables, we observe the decreasing order of convergence of Jungck iterative schemes as follows: Jungck-Picard-S, Jungck-CR, Jungck-SP and Jungck-Noor, iterative schemes.
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