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Abstract: This paper represents a comprehensive study of the various nonlinear filters used for impulse noise removal from color 

images. Depending on the working model of their algorithms, a classification of the filters into three broad catagories is shown, where 

each of the category is further devided into various sub groups. Each of the filter is properly formulated and detailed. 
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1. Introduction 
 
The application of image processing is very diverse in nature 
and is growing day by day which includes medical field, 
remote sensing, transmission and coding, video processing, 
microscopic imaging etc. For any efficient image processing 
application an image must contain the required data to show 
the correct information. But the images are generally 
deprived of the correct information due to the influence of 
external unwanted ingredients called noise. Filtering is one 
of the most essential steps in the applications of image 
processing. These unwanted information which are termed 
as noise must be removed properly from the image as a 
preprocessing step. Some of the most common type of noise 
is additive random noise (Gaussian noise) and salt and 
pepper noise. Impulse noise also called as salt and pepper 
noise which may be fixed valued noise (FVN) or random 
valued noise (RVN) is one of the most naturally occurring 
noises in digital images and it is induced in the image during 
image acquisition by faulty sensors or during transmission 
through communication channel. Depending on the types of 
noises and the percentage of noise present in the image, both 
the noise detection and the noise removal algorithms can be 
varied. A number of robust filters have been proposed in 
literature for filtering the color images corrupted with 
impulse noise. The most suitable filters which work in 
spatial domain are the non-linear filters [1].In this survey, a 
large number of nonlinear filters are broadly categorized into 
3 families such that the first and second category is further 
divided into three and eight sub-groups respectively. 
 
The current developments in vector median filters for 
impulse noise removal from color images are detailed and 
reviewed in this survey paper. Sections II demonstrates the 
categories and their various sub-divisions of vector filters. In 
Section III, a generally used impulse noise model is 
described. Section IV describes the various performance 
measuring criteria of the vector filters and finally conclusion 
is given in section V. 
 
 
 
 

2. Classification of Filters 
 
The filters are broadly classified into three categories 
namely adaptive-switching vector filters, non-adaptive 
switching filters and miscellaneous filters. Then each 
category is divided into various groups, such that each group 
is further divided into many sub-groups. 
A. Non Adaptive-switching Vector Filters 
 Basic Vector Filters 
 Weighted Vector Filters 
 Fuzzy Vector Filters 
B. Adaptive-Switching Vector filters 
 VMF Based on Non Causal Linear prediction 
 Adaptive Weighted Vector Filters 
 Peer Group Vector Filters 
 Hybrid Vector Filters 
  Vector Sigma Filters 
 Entropy Vector Filters 
 Rank-conditioned Vector Filters 
C. Miscellaneous Filters 
 
A. Non Adaptive-switching Vector Filters 

This group of filters replaces the center pixel with the output 
of a vector filter without using a noise detection algorithm 
for checking whether the center pixel is noisy or not. 
 

Basic Vector Filters 
 
This group of filters used the concept of reduced ordering of 
the vectors in a sliding window, depending on their 
respective cumulative distance from the surrounding vectors. 
Let 𝒙𝑖  representsthe vector pixel in a window 𝑊 of size𝑚 ×
𝑛 , where 𝑖 goes from 1 to𝑚 × 𝑛 , whose corresponding 
cumulative distance is calculated as  
 

𝐶𝐷 𝑖 =  𝑑 𝒙𝑖 , 𝒙𝑗  , 𝑖 = 1,2, …… . . , 𝑚 × 𝑛𝑚×𝑛
𝑗=1         (1) 

 
Where 𝑑 𝒙𝑖 , 𝒙𝑗  represents the differenceor divergence 
function between the vector pixels 𝒙𝑖 =(𝑥𝑖𝑅 , 𝑥𝑖𝐺 , 𝑥𝑖𝐵)  and 
𝒙𝑗 = ( 𝑥𝑗𝑅 , 𝑥𝑗𝐺 , 𝑥𝑗𝐵 ), for R-red, G-green and B-blue 
components. The reduced ordering of the vector pixels in the 
window is derived from the ascending order of their 
respective accumulative distance as 
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𝐶𝐷(1) ≤ 𝐶𝐷(2) ≤ ⋯ ≤ 𝐶𝐷(𝑚 × 𝑛) ⇒ 𝒙(1) ≤ 𝒙(2) ≤ ⋯ ≤

𝒙(𝑚×𝑛)                                                   (2) 
  

Vector Median Filter (VMF) 
In [2] Vector Median filter (VMF), Generalized Vector 
Median Filter(GVMF) and ExtendedVector Median 
Filter(EVMF)work with the concept of nonlinear order 
statics where the output is the lowest ranked vector in the 
sliding window. Impulse noise usually has very high or very 
small intensity value as compared to the surrounding vector 
pixels, that makes sense that vector pixel which vary highly 
or having high cumulative difference from the surrounding 
vector pixels tends to be more impulse noise. Thus the 
lowest ranked vector or the vector which gives the least 
corresponding cumulative distance calculated based on 
Minkowski metric is the output of the VMF. They are based 
on the concept of nonlinear order statistics and derived as 
maximum likelihood estimates from exponential 
distributions.If 𝒙1, … , 𝒙𝑚×𝑛  represent the vector inside the 
filtering window W, the vector median is computed as 
follows: 
 
i) The corresponding magnitudinal cumulative distance 
𝑚 𝑖 = 𝐶𝐷(𝑖)for each vector element 𝒙𝑖 is calculated with 
the help of equation 1,using the Minkowski metric (either 
the 𝐿1or 𝐿2 norm) where 

𝑑(𝒙𝑖 , 𝒙𝑗 ) =  𝒙𝑖 − 𝒙𝑗 𝜇                           (3) 
where 𝜇 = 1 defines the city block distance and 𝜇 = 2 gives 
the Euclidean distance. 
 

ii) Then the cumulative distance associated with 𝑥𝑖 ,𝑚 𝑖 =

 𝑑 𝒙𝑖 , 𝒙𝑗   𝑖 = 1,2,3, …𝑚 × 𝑛𝑚×𝑛
𝑗=1                     (4) 

are sorted in ascending order so that the corresponding 
element 𝒙𝑖  which gives the least cumulative distance 
𝑚 𝑖 𝑚𝑖𝑛𝑖𝑚𝑢𝑛 = 𝑚 1 , replaces the center vector pixel as the 
VMF output.The VMF properly smoothes noise present in 
the image while steel preserving the fine details and the 
edges in the image. 
 
α-trimmed Vector Median Filter(α-VMF) 
The trimmed vector median filters α-VMF considers the 
lowest ranked 1+α vectors from the window 𝑊 as described 
in equation 2, as an input to an averaging filter. The output is 
defined as follows [2, 3]: 

𝒙αVMF =  
1

(1+𝛼)

1+𝛼
𝑖=1 𝒙𝑖 ,    𝛼 ∈  0,  𝑚 × 𝑛 − 1          (5) 

Impulse noise is removed efficiently with the trimming 
operation and the averaging function also helps in the 
removal of Gaussian noise.  
 
Generalized Vector Median Filter (GVMF) 
Let 𝒙𝑖 , … 𝒙𝑚×𝑛 be the vector pixels present in the 
window𝑊of size𝑚 × 𝑛. If 𝑑 𝒙𝑖 , 𝒙𝒋 =  𝒙𝑖 − 𝒙𝑗 𝜇 which is 
described in equation 3, then the output of GVMF 
[4], 𝒙𝐺𝑉𝑀𝐹 ∈  𝒙𝑖   𝑖 = 1, … ,𝑚 × 𝑛  for 𝑗 = 1,… ,𝑚 × 𝑛  is 
the vector pixel which satisfies the condition  

 𝑑(𝒙𝑗 , 𝒙𝑖)
𝑚×𝑛
𝑖=1 ≥  𝑑(𝒙𝐺𝑉𝑀𝐹 , 𝒙𝑖)

𝑚×𝑛
𝑖=1        (6) 

  

Directional Vector Median Filter (DVMF) 
This particular filter [5] works in two stages. In the first 
stage VMF algorithm is applied in the four directions of the 

sliding window𝑊 , namely 𝜃, 𝜃 +
𝜋

4
, 𝜃 +

𝜋

2
, 𝜃 +

3𝜋

4
 to give 

the corresponding output as 𝒙𝑉𝑀𝐹1 , 𝒙𝑉𝑀𝐹2 , 𝒙𝑉𝑀𝐹3and𝒙𝑉𝑀𝐹4 . 
Then in the next stage the four VMF outputs are further 
given as inputs to the VMF to give the final output 
as 𝒙𝐷𝑉𝑀𝐹 = 𝒙𝑉𝑀𝐹 , which is the vector median of 
𝒙𝑉𝑀𝐹1 , 𝒙𝑉𝑀𝐹2 , 𝒙𝑉𝑀𝐹3 and 𝒙𝑉𝑀𝐹4 . It is still efficient in 
preserving the fine details while removing the impulse noise. 
 
Crossing Level Median Mean Filter (CLMMF)  
This filter [6] works on the concept of VMF and arithmetic 
mean filter (AMF). As in the case of VMF the vector pixels 
are firstly ordered according to their cumulative distances of 
magnitudes as described in equation 1 and 2. Then 
depending on the order, each pixel 𝒙𝑖 is given a weight as 

𝑤(𝑖) =

 
 
 

 
 1 −

𝑚×𝑛

   𝑚×𝑛 +1   𝑚×𝑛 +1+𝜕 

, for 𝑖 = 1

1

   𝑚×𝑛 +1   𝑚×𝑛 +1+𝜕 

, for 𝑖 = 2,3, … ,𝑚 × 𝑛
     (7) 

Where 𝜕is the parameter to tune the amount of weight given 
to the pixels, when 𝜕tends to ∞ and 0, the filter takes the 
form of VMF and AMF respectively. 
Finally using the concept of AMF, the output of the 
CLMMF is given as 

𝒙𝐶𝐿𝑀𝑀𝐹 =  𝑤(𝑖)𝒙𝑖
𝑚×𝑛
𝑖=1                       (8) 

 
Vector Directional Filter (VDF) 
As the pixels in a color image are considered vectors, the 
difference or dissimilarity between two vector pixels can be 
measured in terms of magnitudinal distance or in terms of 
directional distance. The VMF considers the magnitudinal 
distance to form the ordered set of pixels. Whereas the VDF 
[7] considers the directional distance between two vector 
pixels 𝑥𝑖  and 𝑥𝑗 as 

 𝐷 𝒙𝑖 , 𝒙𝑗 = cos−1  
𝒙𝑖𝒙𝑗

 𝒙𝑖  𝒙𝑗 
            (9) 

Then the cumulative directional distance for each vector 
pixel is given as 

∅ 𝑖 =  𝐷 𝒙𝑖 , 𝒙𝑗 
𝑚×𝑛
𝑗=1 , 𝑖 = 1,2,3… . . , 𝑚 × 𝑛     (10)                                                                                 

To form the rank ordered set of the pixels in the window as  
∅ 1 ≤ ∅ 2 ≤ ⋯∅ 𝑘 … ≤ ∅ 𝑚 × 𝑛 →  𝒙1 ≤ 𝒙2

≤ ⋯𝒙𝑘 … ≤ 𝒙𝑚×𝑛  
Then the output of the VDF is 𝒙1which gives the minimum 
cumulative angular distance as compared to other vector 
pixels in the window.As the color chromaticity of a color 
image is defined by the vector’s direction, the VDF is able to 
preserve the chromaticity better than the VMF. 
 
Generalized Vector Directional Filter (GVDF) 
This filter [8] considers both the aspects of a vector i.e. 
direction and magnitude, correspondingly in two stages. In 
the first stage the vectors are ordered and ranked depending 
on their cumulative angular distance as in the case of VDF, 
from which a set of low-ranked vectors are picked up as 
input to an additional filter to produce the final GVDF 
output, which forms the second stage. The additional filter 
can be any grayscale filter where only the magnitude 
concept is used, like AMF, the multistage median filter and 
some other morphological filters. 
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Directional Distance Filter (DDF) 
The DDF [8,9] considers both the magnitude and the 
direction simultaneously, in calculating the difference or 
dissimilarity between the vector pixels.The cumulative 
distance for a vector pixel𝑥𝑖 is given as 

𝜑(𝑖) = 𝑚 𝑖 𝛿∅ 𝑖 1−𝛿                   (11) 
 

Where 𝑚 𝑖  and ∅ 𝑖  are described in equations 1 and 10 
respectively.And𝛿 ∈ (0,1), is the parameter for adjusting the 
weight assigned to the intensityand the chromaticity 
components, in calculating the overall cumulative distance 
of a vector pixel with respect to its surrounding pixels in the 
sliding window. Therefore a vector pixel which is having the 
least magnitudinal and angular difference from its 
surrounding will be treated as the output of DDF. 
 

Weighted Vector Filters 
Weighted Vector Filters are extension of Weighted Standard 
Median Filters in which a non-negative weight is assigned to 
every pixel inside the filtering window offering more 
flexibility. 
 
Weighted Vector Median Filter (WVMF) 
The VMF [3, 10] is further generalized and made more 
flexible by assigning a non negative integer-valued weight to 
each pixel, during the calculation of the accumulative 
distance as given 

𝐶𝐷𝑊𝑉𝑀𝐹 (𝑖) =  𝑤(𝑗)𝑑 𝒙𝑖 , 𝒙𝑗 , 𝑖 = 1,2, …… . . , 𝑚 × 𝑛𝑚×𝑛
𝑗=1           

(12) 
Where 𝑤(𝑗) is the weight assigned to 𝑥𝑗 and 𝑑 𝑥𝑖 , 𝑥𝑗  is 
described in equation 3. Then the corresponding vector pixel 
which gives the least value of the cumulative distance is the 
output of the WVMF denoted as 𝒙𝑊𝑉𝑀𝐹 . 
  
α-Trimmed Weighted Vector Median Filter (α-TWVMF) 
The output of α-TWVMF [10] of vectors 𝒙1 , 𝒙2, … , 𝒙𝑵with 
the corresponding weights as 𝑤 1 , 𝑤 2 , 𝑤(3)… .𝑤(𝑚 ×
𝑛) is defined as 
𝒙𝛼−𝑇𝑊𝑉𝑀𝐹 =

 
𝒙𝛼 , if  𝑤 𝑖 𝑑(𝒙𝛼 , 𝒙𝑖) <  𝑤 𝑖 𝑑(𝑥𝑉𝑀𝐹 , 𝑥𝑖)

𝑚×𝑛
𝑖=1

𝑚×𝑛
𝑖=1

𝒙𝑊𝑉𝑀 ,                                                      otherwise
   

(13) 
where𝒙𝛼 =

1

 𝑆𝛼  
 𝒙𝑖𝒙𝑖∈𝑆𝛼

 and 𝑆𝛼 =  𝒙𝑖 ; having 𝑆𝑖 <

𝑆𝑚×𝑛 −𝛼is the set of vector pixels whose corresponding 
weighted cumulative distance to other pixels in the window 
is less than a predefined threshold 𝑆((𝑚 × 𝑛)) is the 
weighted cumulative distance of the vector  𝒙𝑖   to all other 
vectors 𝒙𝑗 , 𝑗 = 1, … , 𝑁.   𝑆𝛼   represents the number of 
elements in 𝑆𝛼  and 𝑆 𝑖  is the 𝑖𝑡𝑕  smallest of 𝑆1 , … 𝑆𝑁 . 𝛼 can 
have any value 0, 1, ………., N-1. 
 
Rank Weighted Vector Median Filter (RWVMF) 
In this filter [11] the distance of a pixel 𝑥𝑖 to the other 
pixel 𝒙𝑗 , 𝑎 𝑖 = 𝑑(𝒙𝑖 , 𝒙𝑗 ) for 𝑖&𝑗 = 1,2,3… .𝑚 × 𝑛 is 
calculated to be assigned a rank 𝑟  to give 𝑎𝑟(𝑖) as 𝑟 =
1,2, … .𝑚 × 𝑛. Then a cumulative distance for each pixel is 
calculated by assigning a weight 𝑤(𝑟)that depends on the 
rank 𝑟, as 

𝐴(𝑖) =  𝑤 𝑟 . 𝑎𝑟(𝑖)𝑚×𝑛
𝑟=1              (14) 

Then the output of the ROWVMF [23] is the corresponding 
vector pixel that gives the least value of cumulative distance, 

which can be expressed 
as𝒙𝑅𝑊𝑉𝑀𝐹 = 𝑎𝑟𝑔𝑚𝑖𝑛𝒙𝑖∈𝑊

 𝑤 𝑟 . 𝑎𝑟(𝑖)𝑚×𝑛
𝑟=1 .  

Another filter called Rank-based Vector Median Filter 
having similar concept is also designed in [12]. 
 
Sharpening Vector Median Filter (SVMF) 
As seen in the case of RWVMF, the vector pixel which 
corresponds to the minimum value of the rank-weighted 
cumulative is the RWVMF output, 

𝒙𝑅𝑊𝑉𝑀𝐹 = 𝑎𝑟𝑔𝑚𝑖𝑛𝒙𝑖∈𝑊
 𝑤 𝑟 . 𝑎𝑟(𝑖)𝑚×𝑛

𝑟=1      (15)           
If a constant function is used as the weighting function as 
𝑤 𝑟 = 1, 𝑟 = 1,2, … .𝑚 × 𝑛,  we obtain 𝐴 𝑖 =
𝑚(𝑖)and𝒙𝑅𝑊𝑉𝑀𝐹 = 𝒙𝑉𝑀𝐹 , where𝑚 𝑖 =  𝑑(𝒙𝑖 , 𝒙𝑗 )𝑚×𝑛

𝑟=1 , is 
the cumulative distance associated with𝒙𝑖which is explained 
in equation 3 and 4.Then for a step-like function  

𝑤 𝑟 =  
1, 𝑓𝑜𝑟 𝑟 ≤ 𝛼, 𝛼 ≤ 𝑚 × 𝑛
0,                      𝑜𝑡𝑕𝑒𝑟𝑤𝑖𝑠𝑒

             (16)                      

The resultant filter is the SVMF [13]. It can also be seen that 
using monotonously decreasing function, like 𝑤 𝑟 =
1
𝑟 and 𝑤 𝑟 = 1

𝑟2  [14-16], results to very effective 
denoising. 
 
Weighted Vector Directional Filters (WVDF) 
As in the case of WVMF, the WVDF [17, 18] also assigns a 
non negative real valued weight for each vector pixel and 
thus the weighted cumulative angular distance is given as 
∅𝑊𝑉𝐷𝐹  𝑖 =  𝑤 𝑗 𝐷 𝒙𝑖 , 𝒙𝑗  

𝑚×𝑛
𝑗=1 , 𝑓𝑜𝑟 𝑖 = 1,2,3… . . , 𝑚 × 𝑛

   (17) 
Where 𝐷 𝒙𝑖 , 𝒙𝑗  is already described in equation 9 and the 
center pixel is replaced with 𝑥𝑖 ∈ 𝑊,denoted as 𝑥𝑊𝑉𝐷𝐹 which 
corresponds to the minimum∅𝑊𝑉𝐷𝐹 (𝑖). 
Similarly Weighted Directional Distance Filter (WDDF) is 
also obtained using both the magnitude and angular distance 
criteria. 
 
Center-Weighted Vector Median Filter (CWVMF) 
It [19, 20] is a special case of WVMF where the weight is 
assigned only to the center pixel as given below 

𝑤𝑗  𝑙 =  
 𝑚 × 𝑛 − 2𝑙 + 2, for 𝑗 = ((𝑚 × 𝑛) + 1)/2

1,                                   otherwise
  

                                                                                (18) 
To give output of the CWVMF as 

𝒙𝐶𝑊𝑉𝑀𝐹 𝑙 = argmin𝒙𝑖∈𝑊
  𝑤𝑗  𝑙 . 𝑑(𝒙𝑖 , 𝒙𝑗 )𝑚×𝑛

𝑗=1     (19) 
Where 𝑑(𝒙𝑖 , 𝒙𝑗 ) is the magnitudinal distance between 𝒙𝑖and 
𝒙𝑗 for 𝑖and 𝑗 = 1,2, … .𝑚 × 𝑛 and 𝑙 is the parameter used for 
tuning the weight given to the center pixel 𝒙𝑐 . 
 
Fuzzy Vector Filters 
In various areas of engineering where there are cases of 
uncertainty and imprecision to dealt with, fuzzy systems 
[21] have been very efficient in finding the accurate 
solutions.   Therefore if appropriate network topologies are 
provided and proper processing strategies are adopted Fuzzy 
systems are smart enough to overcome the uncertainty faced 
by the filters in the impulse noise removal from color 
images. A number of fuzzy techniques adopt a window-
based, rule-driven approach leading to data-dependent fuzzy 
filters, which are constructed by fuzzy rules in order to 
remove impulse noise while preserving important image 
characteristics, such as edges and fine details. Local 
correlation in the data is utilized by applying the fuzzy rules 
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directly on the pixel elements which lie within the 
operational window. Through the utilization of linguistic 
terms, a fuzzy rule-based approach to image processing 
allows for the incorporation of human knowledge and 
intuition into the design, which cannot be achieved via 
traditional mathematical modeling techniques.   
 
Adaptive Fuzzy Filters (ADF) 
Considering a window 𝑊 consisting of vector pixels 𝒙𝑖  
for  𝑖 = 1,2…𝑚 × 𝑛 , centered at 𝒙𝑐  and performing an 
averaging operation on the vectors in the window for the 
center pixel to be replaced with a suitable output, resulting 
in smoothing is considered to be an efficient solution for 
random noise removal from an image.  Therefore fuzzy 
weighted average filter (FWAF) [22-27], is one of the 
general forms of adaptive fuzzy filters, where each of the 
vector pixels is given a weight by an adaptive weighting 
function 𝑤 𝜑𝑖 = 𝜑𝑖

𝛼 , with 𝜑𝑖  the adaptive membership 
function for 𝑥𝑖determined based on the local context of the 
neighboring pixels and 𝛼  a parameter to tune the weight 
such that 𝛼𝜖 0, ∝ . Then the output of the weighted average 
filter is given by the centroid as  

𝒙𝐹𝑊𝐴𝐹 =
 𝑤(𝜑𝑖)𝒙𝑖
𝑚 ×𝑛
𝑖=1

 𝑤(𝜑𝑖)
𝑚 ×𝑛
𝑖=1

              (20) 

Abiding by the normalization procedure, two constraints are 
necessary to make it sure that the output of FWAF is an 
unbiased one, namely: a) each weight 𝑦𝑖 =

𝑤(𝜑𝑖)

 𝑤(𝜑𝑖)
𝑚×𝑛
𝑖=1

 for a 

respective vector pixel 𝒙𝑖 is a positive number,𝑦𝑖 ≥ 0& b)  
 𝑦𝑖 = 1𝑚×𝑛

𝑖=1  . 
 
Image Rotation and Fuzzy processing coupled with 
Recursive Noise Filters. 
 
This approach [28] is based on the fact that the output of a 
recursive image filter varies depending on the orientation of 
the input image. The whole filtering approach is completed 
in the following steps:  
a) Generation of four input images by rotating the noisy 

input image at integer multiples of90°.  
b) Obtaining four corresponding restored images after 

processing the four input images by the specified noise 
filter. 

c) Computation of the final enhanced output image from the 
filtered images by using a fuzzy system. 

 
The fuzzy system used in this approach is a first order 
Sugeno type fuzzy system with four inputs and one output 
[29] where each input has two membership functions. 
 
Fuzzy Vector Median Filter (FVMF) 
In this filter [21, 22] each of the vector pixels in the window 
𝑤 is given a fuzzy weight by using a membership function 
[30] which is of exponential equation as 
𝜑𝑖 = exp⁡(−

𝑙(𝑖)𝛼

𝛽
)         (21) 

Where 𝑙 𝑖 = 𝐶𝐷(𝑖) =   𝒙𝑖 − 𝒙𝑗 𝜇
𝑚×𝑛
𝑗=1  represents the 

cumulative variation distance corresponding to 𝒙𝑖 , which 
may in 𝐿1or 𝐿2norm of the Minkowski metric  for 𝜇 = 1or 
𝜇 = 2 respectively. 𝛼 and 𝛽are the parameters used to tune 
the weight given to each pixel such that 𝛽is the maximum 
value of 𝛼  at which the membership function takes the 
maximum derivative. 

Fuzzy Vector Directional Filter (FVDF) 
In this filter the cumulative variation distance for a vector 
pixel is given by the vector angle metric 𝑑 𝑖 =

 𝑐𝑜𝑠−1  
 𝒙𝑖 ,𝒙𝑗  

 𝒙𝑖 . 𝒙𝑗 
 𝑚×𝑛

𝑗=1  and the fuzzy membership function 

has a sigmoidal form [21, 22] as 
𝜑𝑖 =

𝛽

(1+exp ⁡(𝑑(𝑖)))α⁡
 .       (22) 

    
Fuzzy Ordered Vector Filter (FOVF) 
Fuzzy ordered vector filters [22, 31] are the generalization of 
𝛼- trimmed filters such that only the 𝑘elements from the 
rank-ordered set of the vector pixels, with the highest fuzzy 
membership strength are given as input to the FWAF as 
described in equation 20. The fuzzy membership function 
𝜑𝑖giving a weight of 𝑤(𝜑𝑖)to each vector pixel 𝑥𝑖can be of 
exponential or sigmoidal form that results in fuzzy ordered 
VMF (FOVMF) or fuzzy ordered VDF (FOVDF) 
respectively. The 𝑘 elements are ordered as 𝒙𝑘 ≤ 𝒙𝑘−1 ≤
. . … 𝒙1 for their corresponding weights as 𝑤(𝜑𝑘) ≤
𝑤(𝜑𝑘−1) ≤ ⋯𝑤(𝜑1). 
 
Fuzzy Hybrid Filter (FHF) 
The FHF [6,32] firstly perform a nonlinear transformation 
on the sliding window𝑊, resulting to a new set of vector 
pixels 𝑊𝑛𝑒𝑤 = {𝒙𝑖

𝑛𝑒𝑤 ; 𝑖 = 1,2, … .𝑚 × 𝑛}  where the pixel 
with the least and highest intensity levels is replaced by the 
VMF output of the window𝑊. Then each of the pixel in the 
new window is given a fuzzy weight using a membership 
function 𝜑𝑖 = 𝑓(𝑑(𝒙𝑖

𝑛𝑒𝑤 , 𝒙𝑉𝑀𝐹 )) which is a function of the 
difference of the respective pixel to that the 𝑥𝑉𝑀𝐹  such that 
the center pixel is finally replaced with the weighted average 
of the pixels of the new window as 𝑥𝐹𝐻𝐹 =

 𝜑𝑖𝒙𝑖
𝑛𝑒𝑤𝑚 ×𝑛

𝑖=1

 𝜑 𝑖
𝑚 ×𝑛
𝑖=1

                               

(23) 
 
Adaptive Nearest-Neighbor Filter (ANNF) 
In this filter each vector pixel 𝑥𝑖 in the window 𝑊is given a 
weight 𝑤 𝜑𝑖 using the fuzzy membership function  
𝜑𝑖 =

𝑏(𝑁)−𝑏(𝑖)

𝑏(𝑁)−𝑏(1)
 for 𝑖 = 1,2…𝑚 × 𝑛  (24) 

Where 𝑏(𝑖) can be the cumulative distance of Minkowski, 
angular or directional-distance metric, such that 𝑏(𝑁)and 
𝑏(𝑖) are the maximum and minimum cumulative values 
correspondingly [26,33]. 
 
Adaptive Nearest-Neighbor Multichannel Filter (ANNMF) 
It [34] is a modification over ANNF that uses a composite 
distance function rather than a magnitude or an angular 
metric, to measure the variation distance from a vector pixel 
𝑥𝑖  to another one𝑥𝑗 , which is expressed as 

𝑑 𝒙𝑖 , 𝒙𝑗  = 1 −  
 𝒙𝑖 .𝒙𝑗  

 𝒙𝑖 . 𝒙𝑗  
  1 −

 𝒙𝑖 − 𝒙𝑗 

𝑚𝑎𝑥   𝒙𝑖 . 𝒙𝑗  
 (25) 

for 𝑖&𝑗 = 1,2…𝑚 × 𝑛 
The first component represents the angular part whereas the 
second one represents the normalized magnitude measures 
such that when the vectors have equal intensity, only the 
angular component is considered. 
 
B. Adaptive-Switching Vector Filters   
This group of filters uses a noise detection algorithm to 
check whether the center pixel is noisy or not, prior to 
replacement of the center pixel with the output of a vector 
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filter. It actually works by switching between the center 
pixel and the output of a vector filter.  
 
Vector Filters Based on Non-Causal (NC) linear Prediction 
Technique 
Depending on the concept that a strong correlation occurs 
among the neighborhood pixels of a certain region of an 
image centered at a vector pixel, the non-causal linear 
predictor based filters execute based on theconcept of linear 
prediction [35, 36] for thepredictionof the center pixel as a 
weighted combinationof pastand future vector pixels with 
respect to the center pixel. 
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Figure 1: Block of causal and non causal regions showing 
different orders 

 
Considering an analysis block of𝑝 × 𝑞 centered at the vector 
pixel𝒙(𝑝, 𝑞), the group of non-causal vector median filters 
𝑁𝐶𝑉𝑀𝐹_𝑝 × 𝑞 [37] first filters the image using VMF, then 
estimates the center pixel using constrained intra-channel 
linear predictor [38] given by the equation 𝒙𝑒𝑠𝑡  𝑝, 𝑞 =
𝑋𝜂𝛼𝜂

=  𝛼 𝑖, 𝑗 𝒙(𝑝 − 𝑖, 𝑞 − 𝑗)(𝑖,𝑗 )𝜖𝑤𝑛𝑐
where 𝑋𝜂  is a matrix 

of𝐶rows and 𝐷 columns , 𝐷is the number of vector pixels 
which will be used in the estimation,𝛼𝜂 is the vector matrix 
formed by the prediction coefficients and𝑤𝑛𝑐 is the non-
causal region of support for the linear predictor and𝜂is the 
order of prediction. And the prediction coefficients 𝛼𝜂 is 
predicted using equation 𝑅𝑋𝜂𝛼𝜂 = 𝑟𝑋𝜂 , where 𝑅𝑋𝜂 is the 
autocorrelation matrix of the input vector 𝑋𝜂 and 𝑟𝑋𝜂 is the 
cross-correlation of the input vector and the center vector 
pixel𝒙(𝑝, 𝑞). This group of filters uses 13 elements of𝑅𝑋𝜂

, 
whose coordinates are described as  𝑝, 𝑞 ,  𝑝, 𝑞 − 2 ,  𝑝 −
1.𝑞+2,𝑝−1,𝑞−1,𝑝−1,𝑞,𝑝−1,𝑞−2,𝑝−2,𝑞−1,𝑝−1,𝑞+3,𝑝−2,
𝑞,𝑝,𝑞−1,𝑝−2,𝑞+1,𝑝−2,𝑞−2𝑎𝑛𝑑 (𝑝−2,𝑞+2) for calculating 
the values of𝛼𝜂 . Then the 𝑁𝐶𝑉𝑀𝐹_4 × 4estimates the center 
pixel 𝑥𝑒𝑠𝑡 (𝑝, 𝑞) by considering a block size of 4 × 4 and the 
eight second order pixels (see Figure1) [39- 41]. Similarly 
the𝑁𝐶𝑉𝑀𝐹_8 × 8 ,𝑁𝐶𝑉𝑀𝐹_16 × 16 , 𝑁𝐶𝑉𝑀𝐹_32 × 32and 
𝑁𝐶𝑉𝑀𝐹_64 × 64 use block size of 8, 16, 32 and 64 
respectively. Then if the difference between the estimated 
pixel and the center pixel is greater than or equal to a user-
specified threshold, the center pixel is replaced by the output 
of VMF. 

 
Adaptive Weighted Vector Filter 
In this group of filters, prior to the detection algorithm the 
vector pixels are given weight by an adaptive function 
according to the characteristics of the pixel with respect to 
the local surrounding pixels in the sliding window.  
 

Adaptive Center-Weighted Vector Filters 
It is a very robust filter which is very efficient and flexible in 
removing impulse noise, which actually allows one to design 
an optimal filter for a particular domain by adjusting the 
weights assigned to the center pixel.To provide more 
flexibility for modification in the size and shape of the 
window, adaptive center weighted vector filters are designed 
in [19,42and 43].The weights are estimated using an 
optimization procedure by using a number of training 
images [1], using the equation  

𝑤𝑗  𝑙 =  
 𝑚 × 𝑛 − 2𝑙 + 2, for 𝑗 = ((𝑚 × 𝑛) + 1)/2

1,                                   otherwise
       

(26) 
To give the output of the adaptive center weighted vector 
median filter 𝑥𝐴𝐶𝑊𝑉𝑀𝐹  as 

𝒙𝐴𝐶𝑊𝑉𝑀𝐹 =  
𝒙𝑉𝑀𝐹 , 𝑖𝑓   𝒙𝐶𝑊𝑉𝑀𝐹

𝑙 − 𝒙𝑐 
𝑢+2
𝑙=𝑢

𝒙𝑐 ,                  𝑜𝑡𝑕𝑒𝑟𝑤𝑖𝑠𝑒
          (27) 

𝑥𝐶𝑊𝑉𝑀𝐹
𝑙  is already defined in equation 19.𝑙  is used as the 

smoothing parameter such that if 𝑙 = 1 the ACWVMF 
becomes an identity filter and so no smoothing will be 
performed and if the value of𝑙  increases from 1 to 𝑐 , the 
smoothing potential of the filter increases. When𝑙  reaches 
the value of c , lastly the ACWVMF becomes the VMF 
where the maximum amount of smoothing is done. The 
value of 𝑙is chosen from𝑢 t𝑢 + 2, for which three respective 
CWVMF outputs are determined to be subtracted from their 
respective center pixel as seen in equation 27. And if the 
sum of the three differences is greater than the threshold T
then the center pixel is replaced with the output of VMF. In 
the ACWVMF the center pixel is highlighted or given more 
importance without a prior knowledge of whether it is a 
noisy pixel or not, by assigning a variable weight by 
equation (28), that makes the ACWVMF more suitable to be 
considered for lower noised region of the image.If 𝒙𝐶𝑊𝑉𝑀𝐹

𝑙  
in equation 27 is replaced by 𝒙𝐶𝑊𝑉𝐷𝐹

𝑙  and 𝒙𝐶𝑊𝐷𝐷𝐹
𝑙 , for the 

noisy center pixel to be replaced by 𝒙𝑉𝐷𝐹 and 𝒙𝐷𝐷𝐹  
correspondingly, it results to two other related filters namely 
ACWVDF and ACWDDF respectively. 
 
Adaptive Rank Weighted Switching Filter (ARWSF) 
The ARWSF [44] is a modification of the (RWVMF) such 
that the center pixel is checked to be noisy or not by 
comparing the difference 𝜕 = 𝐴 𝑐 − 𝐴(𝑥𝑉𝑀𝐹 )  with a 
threshold𝑇. Then the VMF output replaces the center pixel if 
𝜕 > 𝑇otherwise the center pixel is kept unchanged, where 
𝐴(𝑖)  for a particular pixel 𝑥𝑖 is the weighted cumulative 
distance as explained in equation 14.  
 
Extended Weighted Vector Median Filter (EXWVMF) 
This filter [10, 45] called the EXVWVMF works by 
replacing the center pixel with the output of the 
WAVF,𝑥𝑊𝐴𝑉𝐹  if the cumulative intensity distance of 𝑥𝑊𝐴𝑉𝐹  
is less than that of the cumulative distance of the𝑥𝑊𝑉𝑀𝐹 , 
with that of other vector pixels in the sliding window. The 
weighted average filter is defined as 𝒙𝑊𝐴𝑉𝐹 =

 𝑤(𝑖)𝒙𝑖
𝑚×𝑛
𝑖=1

 𝑤(𝑖)𝑚 ×𝑛
𝑖=1

, 

where each weight 𝑦𝑖 =
𝑤(𝑖)

 𝑤(𝑖)𝑚 ×𝑛
𝑖=1

 for a respective vector 

pixel 𝒙𝑖 is a positive number, 𝑦𝑖 ≥ 0  and  𝑦𝑖 = 1𝑚×𝑛
𝑖 . 

EWVMF replaces the center pixel with the𝒙𝑊𝐴𝑉𝐹  in the 
smooth region of the image, whereas with the𝑥𝑊𝑉𝑀𝐹  in the 
edgy region correspondingly. 
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Peer Group Vector Filters 
This group of adaptive switching filters is based on the 
concept of Peer group where for each pixel in the window a 
peer group consisting of the neighborhood pixels which are 
very similar to it, according to a distance measurement 
criterion, is formed [46-48].   
 
Peer Group Vector Median Filter (PGVMF) 
In this filter according to the respective distance of the pixels 
to the center pixel, a ranked ordered set of the pixels is 
formed, from which a peer group of 𝑝 =

 (𝑚 × 𝑛) + 1
2

 pixels of the lowest ranked is formed 

as 𝑔 𝑖 = 𝑑 𝒙𝑐 , 𝒙𝑖 𝑓𝑜𝑟 𝑖 = 1,2, … , 𝑝 . Then to further 
highlight the presence of impulse noise a first order 
differential operator is applied over 𝑑(𝑖)  to form 𝜕 𝑖 =
𝑑 𝑖 + 1 − 𝑑 𝑖 𝑓𝑜𝑟 𝑖 = 1,2, … , 𝑝such that if one of 𝜕(𝑖)is 
greater than a user-specified threshold 𝑇 , then the center 
pixel is replaced with the VMF output otherwise it is left 
unaltered. 
 
Fast Peer Group Filter (FPGF) 
It is the faster version of the PGF where the center pixel𝒙𝑐 is 
replaced with the output of VMF, 𝒙𝑉𝑀𝐹  as soon as peer 
group of 𝑚 pixels in the window 𝑊are sufficiently similar to 
the center pixel as given by the equation 

𝒙𝐹𝑃𝐺𝐹 =  
𝒙𝑉𝑀𝐹    𝑖𝑓    𝒙𝑖≠𝑐∈𝑊 𝑠.𝑡.   𝒙𝑐−𝒙𝑖 ≤𝑇  <𝑚

𝒙𝑐                                     𝑜𝑡𝑕𝑒𝑟𝑤𝑖𝑠𝑒

            (28) 
 
Hybrid Vector Filters 
The hybrid filters give an output which is not one of the 
input vector pixels in the sliding window, since they process 
the noisy pixel by combining different types of sub filters 
which may be linear or non-linear filters.  
 
Hybrid directional filter (HDF) 
The HDF [49] accompanies the concept of vectorial aspect 
processing in the DDF. It can be defined as a non linear 
combination of the VMF and VDF which can be expressed 
as 

𝒙𝐻𝐷𝐹 =  
𝒙𝑉𝑀𝐹  𝑖𝑓 𝒙𝑉𝑀𝐹 =  𝒙𝐵𝑉𝐷𝐹

 𝒙𝑉𝑀𝐹  

 𝒙𝐵𝑉𝐷𝐹  
. 𝒙𝐵𝑉𝐷𝐹    𝑜𝑡𝑕𝑒𝑟𝑤𝑖𝑠𝑒

               (29) 

 𝒙𝑉𝑀𝐹 = (𝑥𝑅 . 𝑥𝑅 + 𝑥𝐺 . 𝑥𝐺 + 𝑥𝐵 . 𝑥𝐵)
1

2 representingthe 
R=red, G=green and B=blue components and similarly 
for 𝒙𝐵𝑉𝐷𝐹 . 
 
Vector Median Rational Hybrid Filter (VMRHF) 
The VMRHF [50-52] combines three sub-filters namely two 
VMF outputs and one CWVMF output in a rational function 
that also accompanies an edge sensing aspect characterized 
by a weighted function of the Euclidean distance between 
the two VMF outputs.The rational function giving the output 
of VMRHF, 𝒙𝑉𝑀𝐻𝑅𝐹 is expressed as 

𝒙𝑉𝑀𝑅𝐻𝐹 = 𝒙𝐶𝑊𝑉𝑀𝐹 +
𝑎1 . 𝒙𝑉𝑀𝐹1

+ 𝑎2 . 𝒙𝐶𝑊𝑉𝑀𝐹 + 𝑎3 . 𝒙𝑉𝑀𝐹2

𝑏1 + 𝑏2.  𝒙𝑉𝑀𝐹1
− 𝒙𝑉𝑀𝐹2

 
 

                                                                                (30) 
The weighting coefficient vector 𝑎 = [𝑎1𝑎2𝑎3] in the 
numerator is predefined and is used to tune the different 
filter outputs by maintaining the numerical stability, whereas 
the coefficients 𝑏1 and 𝑏2 in the denominator are used as 

positive constants for regulating the nonlinearity.The 
following 3 × 3 sized masks  

𝑉𝑀𝐹1 =
0 1 0
1 1 1
0 1 0

, 𝑉𝑀𝐹2 =
1 0 1
0 1 0
1 0 1

𝐶𝑊𝑉𝑀𝐹 =
1 1 1
1 3 1
1 1 1

 

are used for the three sub-filters respectively to the image, 
before the center pixel 𝑥𝑐  is processed with the equation 34.  
 
Fuzzy Rational Hybrid Filters 
This group of filters [31, 53,54] is the modified versions of 
VMRHF. In the fuzzy VMRHF (FVMRHF)the sub-filters 
are replaced by their fuzzy forms namely fuzzy 
VMF1(FVMF1), VMF2(FVMF2) and CWVMF 
(FCWVMF),which are processed by the same rational 
function used in VMRHF as described below 
𝒙𝐹𝑉𝑀𝑅𝐻𝐹 = 𝒙𝐹𝐶𝑊𝑉𝑀𝐹

+
𝑎1 . 𝒙𝐹𝑉𝑀𝐹1

+ 𝑎2 . 𝒙𝐹𝐶𝑊𝑉𝑀𝐹 + 𝑎3 . 𝒙𝐹𝑉𝑀𝐹2

𝑏1 + 𝑏2.  𝒙𝐹𝑉𝑀𝐹1
− 𝒙𝐹𝑉𝑀𝐹2

 
 

                                                                                (31) 
And the membership function used in these sub-filters for 
weighting the vector pixels in the sliding window is given as 
𝜑𝑖 = exp⁡(−

𝑙(𝑖)∝

𝛽
) which is already described in equation 21. 

The fuzzy vector directional-rational hybrid filter 
(FVDRHF) and the fuzzy directional distance-rational 
hybrid filter (FDDRHF) utilizes membership functions 
which are functions of angular and directional-distance 
metrics respectively. 
 
Kernel Vector Median Filter 
The kernel vector median filter (KVMF) [55-59]uses 
theequation 

𝒙𝐾𝑉𝑀𝐹 = 𝜕  𝒙𝑐 − 𝒙𝑉𝑀𝐹  . 𝒙𝑐 +  1 − 𝜕  𝒙𝑐 −

𝒙𝑉𝑀𝐹.𝒙𝑉𝑀𝐹                             (32) 
that combines output of VMF and center pixel linearly, 
where the weighting coefficients are determined by a kernel 
𝜕. A Laplacian kernel is defined as 𝜕(𝑏) = 𝑒𝑥𝑝 𝑏 𝑙   where 
the kernel width is defined as 𝑙 =

𝛾

  
 𝒙𝑖−𝒙  

8(𝑚×𝑛)2 𝑚 ×𝑛
𝑖=1  

1
2 
. 

The value of the normalization factor 𝛾depends on the type 
of the kernel used which can be Gaussian, Cauchy or 
Epanechnikov other than the Laplacian and 𝑥 is the mean of 
all the vector pixels in the window. 
 
Vector Sigma Filters 
These filters are the multichannel extensions of the scalar 
sigma filters [50, 60] that make use of an approximated 
multivariate variance based on either the mean vector or the 
lowest-ranked vector, for checking if the center pixel is 
noisy or not.The vector sigma filters are broadly classified 
into adaptive and non adaptive depending on the use of a 
tuning parameter 𝛾or determining the threshold adaptively. 
 
Non Adaptive Vector Sigma Filters 
The aggregated distance associated with the center pixel is 
compared with a threshold which is a combination of 
theapproximated variance and a tuning parameter  
a. Non adaptive sigma filters based on lowest ranked vector 
The sigma vector median filter [61-63]based on the lowest 
ranked vector (SVMF_rank) is given by the equation 

𝒙𝑆𝑉𝑀𝐹_𝑟𝑎𝑛𝑘 =  
𝒙𝑉𝑀𝐹  𝑖𝑓 𝑚(𝑐) ≥ 𝑇𝑕

𝒙𝑐  𝑜𝑡𝑕𝑒𝑟𝑤𝑖𝑠𝑒
         (33) 
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Where the threshold is given as 
𝑇𝑕 = 𝑚 𝑥𝑉𝑀𝐹  + 𝛿𝜑𝛾                          (34) 

such that𝜑𝛾 =
𝑚(𝑥𝑉𝑀𝐹 )

 𝑚×𝑛 −1
                                           (35) 

is the multivariate approximated variance which represents 
the mean distance from the vector median to all the other 
pixels in the window ensuring that measure of dispersal is 
not dependent of the window size, and 𝑚 𝑐 =

  𝒙𝑐 − 𝒙𝑗 𝜇
𝑚×𝑛
𝑗=1 is the accumulative distance associated 

with the center pixel 𝒙𝑐and similarly𝑚(𝑥𝑉𝑀𝐹 ) is associated 
with the VMF output 𝒙𝑉𝑀𝐹 . 
 
If the distance criteria are of angular measure as described in 
equation 9 and 10 then the resultant filter is called as the 
sigma vector directional filter based on lowest rank 
(SVDF_rank) which is described as  

𝒙𝑆𝑉𝐷𝐹_𝑟𝑎𝑛𝑘 =  
𝒙𝑉𝐷𝐹  𝑖𝑓 ∅ 𝑐 ≥ 𝑇𝑕

𝒙𝑐  𝑜𝑡𝑕𝑒𝑟𝑤𝑖𝑠𝑒
                      (36) 

Where 𝑇𝑕 = ∅ 𝑥𝑉𝐷𝐹  + 𝛿𝜑𝛾  such that 𝜑𝛾 =
∅(𝑥𝑉𝐷𝐹 )

 𝑚×𝑛 −1
 is the 

mean angular distance associated with the VDF output 
which represents the approximated multivariate variance for 
angular measure and ∅ 𝑐 is the accumulative angular 
distance associated with the center pixel 𝒙𝑐 . 
 
Similarly for sigma directional distance filter based on 
lowest rank (SDDF_rank) the required changes are made in 
equation 33, 34 and 35 accordingly with respect to the 
directional-distance measure described in equation 11. 
 
b.Non Adaptive Sigma Filters Based on Sample Mean 
This group of filter is based on approximated variance 
calculated based on the mean accumulative distance of the 
vector mean to other vector pixels in the window. The sigma 
vector median filters based on the sample mean 
(SVMF_mean) is given as 

𝒙𝑆𝑉𝑀𝐹_𝑚𝑒𝑎𝑛 =  
𝒙𝑉𝑀𝐹  𝑖𝑓 𝑚(𝑐) ≥ 𝑇𝑕

𝒙𝑐  𝑜𝑡𝑕𝑒𝑟𝑤𝑖𝑠𝑒
                   (37) 

Where the threshold is given as 
𝑇𝑕 =  𝑚 𝒙  + 𝛿𝜑𝛾                            (38) 

The approximated variance is given as 
𝜑𝛾 =

𝑚(𝒙 )

𝑚×𝑛
                                           (39) 

where𝑚(𝑐) and 𝑚(𝒙 ) is the cumulative distance as given in 
equation 4, associated with the center pixel 𝒙𝑐  and the 
mean𝒙 =

 𝒙𝑖
𝑚 ×𝑛
𝑖=1

𝑚×𝑛
 of the pixels in the window respectively. 

  
Then the replacement of  𝑚(𝑐),𝑚(𝒙 ) by  ∅ 𝑐 , ∅ 𝑥    and 
 𝜑 𝑐 , 𝜑 𝑥    in equation 37,38 and 39 results to the 
formation of sigma vector directional filter (SVDF_mean) 
and sigma directional distance filter (SDDF_mean) based on 
the sample mean,respectively such that ∅ 𝑐 =
 𝐷 𝒙𝑐 , 𝒙𝑗  

𝑚×𝑛
𝑗=1  is the cumulative angular distance of the 

center pixel to other vector pixels in the window and 
𝜑 𝑐 = 𝑚 𝑖 𝛿∅ 𝑖 1−𝛿 is the cumulative directional-distance 
measure, which is explained in equation 10 and 11. The 
calculation of the approximated variance based on the 
sample mean is computationally simpler than that of the 
lowest ranked since it avoids the determination of the 
aggregated distance of the VMF output to the other pixels in 
the window however the sample mean is less effective in 

impulsive environments as compared to that of the lowest 
ranked. 
 
Adaptive Vector Sigma Filters. 
The smoothing of the non adaptive approaches is controlled 
by the tuning parameter 𝛿and although its adaptation is done 
easily and is sufficiently robust, to adopt a fully adaptive 
sigma filtering [64-66] the adaptive sigma VMF (ASVMF), 
adaptive sigma VDF (ASVDF) and adaptive sigma DDF 
(ASDDF) are introduced where the threshold is computed 
adaptively. 
 
a. Designed based on lowest ranked vector 
The ASVMF based on lowest ranked vector (ASVMF_rank) 
replaces the center pixel with the VMF output if the distance 
of the center pixel from the VMF output is greater than the 
average distance of all the vector pixels from the VMF 
output, in the filtering window. The mathematical 
expression for the same filter is given below as 

𝒙𝐴𝑆𝑉𝑀𝐹 _𝑟𝑎𝑛𝑘 =  
𝒙𝑉𝑀𝐹  𝑖𝑓    𝒙𝑐−𝒙𝑉𝑀𝐹  𝛾≥ 𝜎

𝒙𝑐   𝑜𝑡𝑕𝑒𝑟𝑤𝑖𝑠𝑒
   (40) 

Where𝜎2 =
1

𝑚×𝑛
  𝒙𝑖 − 𝒙𝑉𝑀𝐹 𝜇

2𝑚×𝑛
𝑖=1             (41)     

is the variance of the vector pixels in the window. 
The ASVDF based on lowest ranked vector (ASVDF_rank) 
uses the angular criterion to measure the dissimilarity, which 
can be seen as 

𝒙𝐴𝑆𝑉𝐷𝐹 _𝑟𝑎𝑛𝑘 =  
𝑥𝑉𝑀𝐹  𝑖𝑓  𝐷 𝒙𝑐 ,𝒙𝑉𝐷𝐹   ≥ 𝜎

𝒙𝑐   𝑜𝑡𝑕𝑒𝑟𝑤𝑖𝑠𝑒
      (42) 

 
And  𝜎2 =

1

𝑚×𝑛−1
 𝐷2 𝑥𝑖 , 𝑥𝑉𝐷𝐹  

𝑚×𝑛
𝑖=1   (43) 

where 𝐷 𝒙𝑐 , 𝒙𝑉𝐷𝐹  = cos−1  
𝒙𝑐𝒙𝑉𝐷𝐹

 𝒙𝑐  𝒙𝑉𝐷𝐹  
 represents the 

angular distance between the center pixel and the VDF 
output and similarly for 𝐷(𝑥𝑖 , 𝑥𝑉𝐷𝐹 )as explained in equation 
9. 
Considering both the magnitude and the directional aspect in 
determining the adaptive approximated variance results in 
the formation of the adaptive SDDF based on the lowest 
ranked vector (ASDDF_rank) which is expressed as 

𝒙𝐴𝑆𝐷𝐷𝐹 _𝑟𝑎𝑛𝑘 =  
𝒙𝑉𝑀𝐹  𝑖𝑓  𝛿𝛾  ≥ 𝜎𝛾

𝒙𝑐   𝑜𝑡𝑕𝑒𝑟𝑤𝑖𝑠𝑒
      (44) 

Where the approximated variance and the hybrid distance 
measure [63] are defined as 
𝜎𝛾

2 =  
1

𝑚×𝑛−1
 𝐷2 𝒙𝑖 , 𝒙𝐷𝐷𝐹  

𝑚×𝑛
𝑖=1  

𝑞

 
1

𝑚×𝑛−1
  𝒙𝑖 −

𝑚×𝑛
𝑖=1

𝒙𝐷𝐷𝐹𝜇21−𝑞and 

𝛿𝛾 = 𝐷𝑞 𝒙𝑐 , 𝒙𝐷𝐷𝐹   𝒙𝑐 − 𝒙𝐷𝐷𝐹 𝜇
1−𝑞   (45) 

respectively. 
 
b. Designed Based on Sample Mean 
This design uses an approximated variance determined 
based on the sample mean 𝑥 = 1

 𝑥𝑖
𝑚 ×𝑛
𝑖=1

of the vector pixels in 

the window. Thus the approximated variance considering 
only the magnitude criteria is given as   

𝜎𝛾
2 =

1

𝑚×𝑛
  𝒙𝑖 − 𝑥  𝜇

2𝑚×𝑛
𝑖=1                        (46) 

Which when compared with the distance measure between 
the center pixel and the VMF output results to the 
replacement of the center pixel with the VMF output with 
the condition  𝒙𝑐 − 𝒙𝑉𝑀𝐹 ≥ 𝜎𝛾 otherwise no change is 
performed. The above algorithm is collectively called as 
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adaptive sigma vector median filter based on the sample 
mean (ASVMF_mean). 
 
Then the adaptive sigma vector directional filters based on 
sample mean (ASVDF_mean) is defined as 

𝒙𝐴𝑆𝑉𝐷𝐹 _𝑚𝑒𝑎𝑛 =  
𝑥𝑉𝐷𝐹 𝑖𝑓  𝐷 𝒙𝑐 ,𝒙   ≥𝜎𝛾

𝑥𝑐   𝑜𝑡𝑕𝑒𝑟𝑤𝑖𝑠𝑒
                      (47)                   

Where the approximated variance is given as 
𝜎𝛾

2 =
1

𝑚×𝑛−1
 𝐷2 𝒙𝑖 , 𝒙  

𝑚×𝑛
𝑖=1               (48) 

Similarly the adaptive SDDF based on sample mean 
(ASDDF_mean) uses the same concept as explained by 
equation 45 and 46 with the replacement of DDF output 
𝑥𝐷𝐷𝐹with the sample mean 𝑥 of the filtering window. 
 
Entropy VectorFilters 
This group of filters [67, 68] utilizes the fact that noisy 
pixels are more unstable and also posses more energy and 
entropy. They are the multichannel extensions of grayscale 
local contrast entropy filter [69]. In the entropy VMF 
(EVMF), the center pixel is replaced with the output of 
VMF if the local contrast entropy 𝑃𝑐 related with the center 
pixel is greater than its corresponding adaptive local contrast 
entropic threshold 𝑇𝑕𝑐 . The EVMF is mathematically 
expressed as 

𝒙𝐸𝑉𝑀𝐹 =  
𝒙𝑉𝑀𝐹  𝑖𝑓 𝑃𝑐 > 𝑇𝑐
𝒙𝑐  𝑜𝑡𝑕𝑒𝑟𝑤𝑖𝑠𝑒

                        (49) 

Such that local contrast entropy associated with a vector 
pixel 𝒙𝑖 for𝑖 = 1,2…𝑚 × 𝑛 , in the filtering window 𝑊 , is 
expressed as 𝑃𝑖 =

 𝒙𝑖−𝒙  𝜇

  𝒙𝑗−𝒙  𝜇
𝑚 ×𝑛
𝑗=1

and the corresponding 

adaptive local entropic threshold as 𝑇𝑕𝑖 =
−𝑃𝑖 log 𝑃𝑖

− 𝑃𝑗 log 𝑃𝑗
𝑚 ×𝑛
𝑗=1

. If 

angular distance and directional distance criteria is used 
instead of the magnitudinal distance criteria, the resulting 
entropy filters are entropy VDF and entropy DDF 
respectively which are expressed as 

𝒙𝐸𝑉𝐷𝐹 =  
𝒙𝑉𝐷𝐹  𝑖𝑓 𝑃𝑐 > 𝑇𝑐
𝒙𝑐  𝑜𝑡𝑕𝑒𝑟𝑤𝑖𝑠𝑒

                     (50) 

Where the local contrast entropy and the corresponding 
adaptive local contrast entropic threshold of 𝑥𝑖 is given as  
𝑃𝑖 =

𝐷 𝒙𝑖 ,𝒙  

  𝒙𝑗−𝒙  𝛾
𝑚 ×𝑛
𝑗=1

    (51) 

and  𝑇𝑕𝑖 =
−𝑃𝑖 log 𝑃𝑖

− 𝑃𝑗 log 𝑃𝑗
𝑚 ×𝑛
𝑗=1

                        (52) 

respectively. Then similarly the entropy DDF (EDDF) 
considers the directional distance metric for determining the 
local contrast entropy and the local contrast entropic 
threshold, which is expressed as 

𝑃𝑖 =
𝐷 𝒙𝑖 ,𝒙  

𝛿 𝒙𝑖−𝒙  𝛾
1−𝛿

 𝐷 𝒙𝑗 ,𝒙  
𝛿
 𝒙𝑗−𝒙  𝛾

1−𝛿𝑚 ×𝑛
𝑗=1

                       (53) 

And 𝑇𝑕𝑖 =
−𝑃𝑖 log 𝑃𝑖

− 𝑃𝑗 log 𝑃𝑗
𝑚 ×𝑛
𝑗=1

                         (54) 

such that the center pixel is replaced with the output of DDF 
if 𝑃𝑐 > 𝑇𝑐 . 
 
Rank-Conditioned Vector Filters 
This group of filters use impulse noise detection algorithm 
based on the rank of the vector pixels in the window. 
 
Rank Conditioned Vector Median Filter (RCVMF) 
For this filter [70] the aggregated or cumulative distances of 
the pixels, given by equation 1 and 3, in the sliding window, 
is calculated. Then a trimming ranked set 𝑆 , which is an 

ordered subset , is obtained by excluding the extreme values 
from the ordered set pixels arranged in ascending order, 
depending on the magnitudes of the aggregated distances of 
the vector pixels from the surrounding pixels in the window. 
Let the rank or index of the pixels in the set 𝑆 range from 
1 𝑡𝑜 𝑚 and if the rank of the center pixel𝑙 is greater than𝑚, 
then it is replaced by the VMF output, such that m is the 
predefined rank of a healthy pixel. 
 
Rank Conditioning and Threshold Vector Median Filter 
(RCTVMF) 
This filter is an extension of the RCVMF. Considering 𝑚is 
the rank of the healthy vector pixel in the ordered set 𝑆and 𝑙 
be the corresponding rank or index of the center pixel, the 
RCTVMF [70,45] works with the condition 

𝒙𝑅𝐶𝑇𝑉𝑀𝐹 =  
𝒙𝑉𝑀𝐹 , 𝑖𝑓 𝑙 > 𝑚 𝑎𝑛𝑑 𝒙𝑐 − 𝒙𝑉𝑀𝐹 > 𝑇 

𝒙𝑐                                     𝑜𝑡𝑕𝑒𝑟𝑤𝑖𝑠𝑒
  

                                                                                (55) 
where𝑥𝑐 is the center pixel and𝑇is the predefined threshold.  
 
C. MiscellaneousFilters 
These are the filters which do not belong to any of the above 
described categories of filters though some of them might 
have some similarities with certain filters in the above 
groups. It consists of filters from both switching and non-
switching categories. 
 
Vector Signal Dependent Rank Order Mean Filter 
(VSDROM) 
In this filter [71] the vector pixels in the window are sorted 
according to their cumulative distance 
𝑚 𝑖 =  𝐷(𝑥𝑖 , 𝑥𝑗 )𝑚×𝑛

𝑗=1  for 𝑖 = 1,2, … .𝑚 × 𝑛 . Then a set 

𝑆 =  𝒙1, 𝒙2 … . . 𝒙(𝑚×𝑛)−1
2 
 of lowest ranked (𝑚 × 𝑛) − 1

2  

vector pixels is considered such that each vector in the set is 
subtracted from the center pixel 𝑥𝑐 to be compared with a 
correspondingly increasing threshold 𝑇𝑖 for 
𝑖 = 1,2, … .

 𝑚 × 𝑛 − 1
2 . 

Then if any of the difference  𝒙𝑖 − 𝒙𝑐 𝜇 is greater than the 
threshold𝑇𝑖 , the center pixel is replaced with the VMF 
output otherwise it is left unchanged. 
 
Fast Modified Vector Median Filter (FMVMF) 
The FMVMF [72, 73] replaces the center pixel 𝒙𝑐with the 
vector pixel𝒙𝑙  in the window which has the least cumulative 
distance to the other pixels excluding the center pixel, such 
that 𝑚 𝑐 − 𝑚 𝑙 > 𝑇and 

𝒙𝑙 = 𝑎𝑟𝑔𝑚𝑖𝑛𝒙𝑙∈𝑊
  𝒙𝑙 − 𝒙𝑖 𝛾

𝑚×𝑛
𝑖=1  , 𝑓𝑜𝑟 𝑖 ≠ 𝑐. (56) 

The cumulative distance is given by 𝑚 𝑖 =   𝒙𝑖 −
𝑚×𝑛
𝑗=1

𝒙𝑗𝛾which is already explained in equation 4. 
 
Half Space Deepest Location Filter (HSDLF) 
HSLDF [74] is a spatial domain filter which employs an 
algorithm that is substantially different to other nonlinear 
impulse noise removal filters and transforms domain filters. 
It is based on an adjusted version of the DEEPLOC 
algorithm [75] which calculates the approximate value of 
multivariate median (i.e. deepest location or the most central 
point within the window) in the RGB space. The spectral 
correlation between all the three channels is preserved by 
intrinsically considering them simultaneously in calculating 
the multivariate median. The efficiency in removal of the 
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salt and pepper noise (fixed valued or random-valued noise) 
or the mixture of salt-and-pepper noise by the HSDLF 
doesn’t depend on the source and/or distribution of the 
multichannel noise. 
 
Fast Fuzzy Noise Reduction Filter (FFNRF) 
The FFNRF [76, 77] replaces the center pixel 𝒙𝑐with the 
vector pixel 𝒙𝑝  that has the maximum cumulative similarity 
to the other pixels in the window if  𝑀 𝒙𝑐 , 𝒙𝑖 <𝑚×𝑛

𝑖=1

𝑖=1𝑖≠𝑐𝑚×𝑛𝑀𝒙𝑝,𝒙𝑖 otherwise the center pixel is kept 
unchanged such that 

𝒙𝑝 = 𝑎𝑟𝑔𝑚𝑎𝑥𝒙𝑝∈𝑊  𝑀(𝒙𝑝 , 𝒙𝑗 )𝑚×𝑛
𝑗=1
𝑗≠𝑐

 (57) 

The similarity between two pixels 𝑥𝑖and 𝑥𝑗 is given as 

𝑀𝛽 𝒙𝑖 , 𝒙𝑗  =   
𝑚𝑖𝑛  𝑥𝑖

𝑘 ,𝑥𝑗
𝑘 

𝑚𝑎𝑥  𝑥𝑖
𝑘 ,𝑥𝑗

𝑘 
 

𝛽

3
𝑘=1 (58) 

which is special fuzzy metric [78] such that the value of 
each term in the product can be pre-calculated as 

𝑃𝛽  𝑎, 𝑏 =  
min  𝑎,𝑏 +𝑄

max  𝑎,𝑏 +𝑄
 
𝛽

      (59) 
Then the pre-calculated values can be used to compute the 
fuzzy similarity between the two vector pixels 𝑥𝑖and 𝑥𝑗  as 
𝑀𝛽 𝒙𝑖 , 𝒙𝑗  =  𝑃𝛽 𝒙𝑖 , 𝒙𝑗  

3
𝑘=1`   (60) 

which actually results to a faster computation as compared 
to 𝐿1 − 𝑛𝑜𝑟𝑚. The 𝑄and 𝛽 are user defined parameters used 
in the computation of the fuzzy similarity. 
 
Adaptive Vector Marginal Median Filter (AVMMF) 
The AVMMF [79] compares the cumulative distance of the 
center pixel 𝑚(𝑐)  with that of the sorted array of the 
cumulative distance of all the pixels 𝑚(𝑖)  for 𝑖 =
1,2,3… .𝑚 × 𝑛in the window, so that center pixel lies in the 
𝑙𝑡𝑕 index in the sorted array. 𝑚(𝑖) Is already explained in 
equation 4 and if 𝑙 is greater than the index 𝑐 =
 𝑚 × 𝑛 + 1

2 defining the center of the window, then the 
center pixel is replaced by the median of the respective 
vector medians for n  = 1, 2… k  , where n is the index of 
the sorted array of cumulative distances of the pixels in the 
window and 𝑘𝜖 𝑛. 
 
 Filters Based on Long Range Correlation 
Normally most of the vector filters which works as spatial 
filtering consider the nearest neighbors in the local window, 
for checking whether the center pixel is noisy or not and 
subsequently replacing the center pixel with a filter that 
actually works by considering the localized image 
characteristics. But for this type of filter both the detection 
and the replacement process depends on the local window 
and also on the remote regions [80] of the image, depending 
on the fact that there exist a strong long range correlation 
within the natural images [81]. Other than that it firstly 
detects noisy pixel and then replaced or cancelled it. Any of 
the noise detection algorithms described in [82-84] and can 
be used for detecting the noisy pixel from the local window. 
Then once the center pixel is detected as noisy pixel, a 
remote window larger than the local window, around the 
impulse pixel is created in the search range such that the 
uncorrupted pixels in the local window and the remote 
window competes for the perfect match based on their mean 
square errors. Finally the noisy pixel is replaced with the 

center pixel in the remote window, with the least mean 
squared error.  
 
 Neuvo Vector Median Filter (NVMF) 
The NVMF [82]replaces the center pixel with the VMF 
output if the distance of the vector median from the center 
pixel is greater than a predefined threshold 𝑇𝑕  which is 
expressed as 

𝒙𝑁𝑉𝑀𝐹 =  
𝒙𝑉𝑀𝐹 𝑖𝑓 𝒙𝑐 − 𝒙𝑉𝑀𝐹 𝜇 > 𝑇𝑕 

𝒙𝑐                    𝑜𝑡𝑕𝑒𝑟𝑤𝑖𝑠𝑒
                  (61) 

 
Vector Marginal Median Filters (VMMF) 
The VMMF [85,86] calculates the scalar median of each of 
the sliding window in the R, G and B channels separately 
and replace the respective center pixels, without actually 
considering the correlation between the channels. 
 
Noise Percentage Based Switching Filter (NPSF) 
In this particular filter [87] prior to the application of noise 
detection algorithm, the localized probability of impulse 
noise in the sliding window is predicted after which two 
adaptive switching filters are switched between the low 
noised probability and the higher one, which is expressed as 

𝒙𝑁𝑃𝑆𝐹 =  
𝒙𝐴𝐶𝑊𝑉𝑀𝐹  𝑖𝑓 𝑇𝐿 ≤ 𝑃𝑟 ≤ 𝑇𝐻
𝒙𝑀𝐴𝑆𝑉𝑀𝐹 _𝑀𝐸𝐴𝑁  𝑜𝑡𝑕𝑒𝑟𝑤𝑖𝑠𝑒

                    (62) 

Where 𝑃𝑟 =
𝑁𝑖𝑚𝑝

𝑚 × 𝑛 is the localized noise probability 
such that 𝑁𝑖𝑚𝑝 is the number of 0s and 255s valued pixels in 
the window. Then 𝑥𝐴𝐶𝑊𝑉𝑀𝐹  is the output of ACWVMF 
which is already explained and  𝑥𝑀𝐴𝑆𝑉𝑀𝐹 _𝑀𝐸𝐴𝑁  is the output 
of modified adaptive sigma vector median filter which 
actually uses the same noise detection algorithm used by 
ASVMF_mean, and then the center pixel is replaced by the 
output of an exponentially weighted mean filter 
[88-90]as  

𝒙𝐸𝑤𝑚𝑓 =
 𝑤𝑖𝒙𝑖
𝑚 ×𝑛
𝑖=1

 𝑤𝑖
𝑚×𝑛
𝑖=1

                           (63) 

Where 𝑤𝑖 = 𝑒
− 

𝑚 (𝑖)𝛼+𝑙(𝑖)𝜂

𝛽
  is the weight assigned to each 

pixel 𝑥𝑖 of the window, which has the noisy pixel. Then 
𝑚(𝑖)is the cumulative intensity distance which is explained 
in equation 4 and 𝑙 𝑖 =   𝑖 − 𝑗 𝜇

2𝑚×𝑛
𝑗=1  is the cumulative 

spatial distance corresponding to 𝑥𝑖  with respect to other 
pixels in the window. 
 
Adaptive Vector Median filter (AVMF) 
This filter [91] is described by the equation as 

𝒙𝐴𝑉𝑀𝐹  
𝒙𝑉𝑀𝐹  𝑖𝑓 𝑑 𝒙𝑐 , 𝒙𝑘 𝑚𝑒𝑎𝑛   > 𝑇𝑕

𝒙𝑐  𝑜𝑡𝑕𝑒𝑟𝑤𝑖𝑠𝑒
                 (64) 

Where 𝑑 𝒙𝑐 , 𝒙𝑘 𝑚𝑒𝑎𝑛   =  𝒙𝑐 − 𝒙𝑘 𝑚𝑒𝑎𝑛   𝜇  and 

𝒙𝑘 𝑚𝑒𝑎𝑛  =
1

𝑘
 𝒙𝑖

𝑘
𝑖=1  is the mean of the first 𝑘  elements 

from the set of rank ordered vector pixels as described in 
equation 2. Then 𝑥𝑐  is the center pixel and 𝑇𝑕 is the 
predefined threshold. Another adaptive filter is the Adaptive 
Vector Directional Filter (AVDF) [92] which is the angular 
counterpart of AVMF. 
 
Robust Switching Vector Filter (RSVF) 
The robust switching vector median filter (RSVMF) 
[93]considers the center pixel to be a noisy pixel if the 
cumulative distance associated with the center pixel 𝑚(𝑐)is 
greater than a predefined percentage 𝛽  of the cumulative 

Paper ID: ART20171555 949



International Journal of Science and Research (IJSR) 
ISSN (Online): 2319-7064 

Index Copernicus Value (2015): 78.96 | Impact Factor (2015): 6.391 

Volume 6 Issue 3, March 2017 

www.ijsr.net 
Licensed Under Creative Commons Attribution CC BY 

distance with respect to the vector median𝑚(𝑥𝑉𝑀𝐹 ) . The 
RSVMF is expressed as 

𝒙𝑅𝑆𝑉𝑀𝐹 =  
𝒙𝑉𝑀𝐹 , if 𝑚 𝑐 > 𝛽𝑚(𝑥𝑉𝑀𝐹 )
𝒙𝑐 ,       otherwise

                   (65) 

If the cumulative distance is determined using the angular 
metric ∅ 𝑖  and directional-distance metric𝜑(𝑖) , then the 
noisy pixel is replaced with the output of VDF and DDF 
respectively that results in robust switching VDF (RSVDF) 
and robust switching DDF (RSDDF) correspondingly. 
 
Adaptive Marginal Median Filter (AMMF) 
The AMMF [94, 86] combines the noise removal efficiency 
of the Marginal median filter (MMF) and the capability of 
maintenance of vector correlation among the pixels in VMF. 
In this filter, a set 𝑀 = {𝑥1 , 𝑥2 , … . 𝑥𝑙} consisting of first 𝑙 
elements from the rank ordered set of pixels (equation 2) is 
formed, and then the set 𝑀is given as input to the MMF. The 
MMF treats its input as scalar or channel wise by finding the 
median of the set 𝑀 for each channel 𝑅, 𝐺and 𝐵respectively 
[79] as 

𝒙𝐴𝑀𝑀𝐹 =
( 𝑚𝑒𝑑({𝑥(1)

𝑅 , … 𝑥(𝑙)
𝑅 }) ,  𝑚𝑒𝑑({𝑥(1)

𝐺 , … 𝑥(𝑙)
𝐺 }) , (𝑚𝑒𝑑({𝑥(1)

𝐵 ,… 𝑥(𝑙)
𝐵 })))

     (66) 
 
Modified Switching Median Filter (MSMF) 
The MSMF [95, 85] firstly detects the noisy pixels using the 
detection algorithm of AVMF, and then the detected pixels 
are further treated or convolved with 𝑛 number of Laplacian 
operators to check their edginess. Laplacian operators are 2 
dimensional differential operators that check the rate of 
change of the pixels locally with respect to the surrounding 
pixels. Then the minimum Laplacian difference 𝐿𝐷 =
min⁡ 𝒙𝑐 ∗ 𝐿𝑎𝑘 | 𝑘 = 1,… , 𝑛 is compared with a 
threshold𝑇𝐻, such that the center pixel is replaced with the 
output of VMF, 𝒙𝑉𝑀𝐹 if 𝐿𝐷 ≥ 𝑇𝐻otherwise the center pixel 
𝑥𝑐 is kept unchanged. 𝐿𝑎 is the laplacian operator which is 
convolved with the center pixel. 
 
Extended Vector Median Filter (EXVMF) 
The EXVMF [2,3] replaces the center pixel with the mean 
filter output, 𝒙𝑚𝑒𝑎𝑛 =

 𝒙𝑖
𝑚 ×𝑛
𝑖=1

𝑚×𝑛
 if the cumulative distance 

associated with the𝒙𝑚𝑒𝑎𝑛 , 𝑚(𝒙𝑚𝑒𝑎𝑛 ) is less than that of the 
cumulative distance associated with the 𝒙𝑉𝑀𝐹 , 𝑚(𝒙𝑉𝑀𝐹 ) , 
otherwise the 𝒙𝑉𝑀𝐹 replaces the center pixel 𝒙𝑐 , such that 
𝑚 𝒙𝑖 =   𝒙𝑖 − 𝒙𝑗 𝜇

𝑚×𝑛
𝑗=1 which is explained in equation 3 

and 4. 
 
Adaptive Hybrid Multichannel Filter (AHMF) 
The AHMF [96] is made up of three components namely a) 
a Hybrid multichannel filter (HMF), b) a fuzzy rule based 
system and c) an adaptive learning algorithm such that the 
HMF works by applying a summation transformation on the 
VMF, VDF and the identity filter (IMF). Because of its 
special character, the AMMF is able to remove the impulse 
noise effectively by steel maintaining the chromaticity and 
preserving the fine details and edges of the image. 
 
Filters Based on Hopfield Neural Network and Improved 
Vector Median Filter 
This particular filter firstly check for noisy pixel using a 
Hopfield neural network (HNN) and then the noisy pixel is 

processed with an improved VMF in RGB space and in HSI 
space [97] in the following steps: 
a) Vector pixels which are qualified to be vector median are 
collected by applying the VMF in the sliding window for the 
RGB space. 
b) When more than one pixel is fit to be the vector median, 
the one which is closer to the mean of Hue in the HSI space 
is selected.  
c) Then finally when more than one pixel is selected in step 
b, the pixel which is nearest to the mean of the Saturation in 
the HIS space is selected. 
 
Modified Entropy Vector Median filter (MEVMF) 
This filter [98] is a modification of the EVMF, by using the 
same noise detection algorithm used in EVMF, but the noisy 
pixel is replaced by the output of a fuzzy weighted filter 
𝒙𝐹𝑤𝑓 instead of using 𝒙𝑉𝑀𝐹  as described below 

𝒙𝐸𝑉𝑀𝐹 =  
𝒙𝐹𝑤𝑓  𝑖𝑓 𝑃𝑐 > 𝑇𝑐
𝒙𝑐  𝑜𝑡𝑕𝑒𝑟𝑤𝑖𝑠𝑒

         (67)  

Where 𝑃𝑐 is the local contrast entropy associated with the 
center pixel 𝑥𝑐 and 𝑇𝑐 is the corresponding local contrast 
entropic threshold such that 𝑃𝑖 =

 𝑥𝑖−𝑥  𝛾

  𝑥𝑗−𝑥  𝛾
𝑚 ×𝑛
𝑗=1

 

And 𝑇𝑕𝑖 =
−𝑃𝑖 log 𝑃𝑖

− 𝑃𝑗 log 𝑃𝑗
𝑚×𝑛
𝑗=1

are the corresponding local 

contrast entropy and local entropic threshold for vector 
pixel𝑥𝑖 . The fuzzy weighted filter is described as 𝒙𝐹𝑤𝑓 =
 𝑤𝑖𝒙𝑖
𝑚 ×𝑛
𝑖=1

 𝑤𝑖
𝑚 ×𝑛
𝑖=1

,where membership function used to assign the 

weight is given as 𝑤𝑖 = 𝑒𝑥𝑝  −
𝑑(𝑖)𝛼

𝛽
 for 𝑖 = 1,2,3… . .𝑚 ×

𝑛 , such that 𝑑 𝑖 =   𝒙𝑖 − 𝒙𝑗 𝜇
𝑚×𝑛
𝑗=1 is the cumulative 

magnitude distance of 𝒙𝑖with respect to the vector pixels in 
the window. 
 
3. Impulse Noise Model 
 
The impulse noise can be varied according to the source, 
such that fixed valued impulse noise results from 
malfunction of sensor and the random valued noise are 
generally caused by electronic interference [99]. Impulse 
noise can be further divided as correlated impulse and 
uncorrelated impulse noise. The correlated type [3] can be 
described as 
 

𝒚 =

 
 
 

 
 

𝒙with probability 1 − 𝑝
 𝑛𝑅 , 𝑥𝐺 𝑥𝐵 with probability 𝑝𝑅𝑝
 𝑥𝑅 , 𝑛𝐺 , 𝑥𝐵 with probability 𝑝𝐺𝑝
 𝑥𝑅 , 𝑥𝐺 , 𝑛𝐵 with probability 𝑝𝐵𝑝
 𝑛𝑅 , 𝑛𝐺 , 𝑛𝐵 with probability 𝑝𝑎𝑝

 (68) 

 
where𝒙 =  𝑥𝑅 , 𝑥𝑅 , 𝑥𝐵 is the original uncontaminated vector 
pixel, 𝒚 =  𝑦𝑅 , 𝑦𝐺 , 𝑦𝐵 may be either contaminated or 
uncontaminated, 𝑛𝑘 = {𝑛𝑅 , 𝑛𝐺 , 𝑛𝐵}  equals 0 or 255 with 
equal probability for fixed-valued impulse noise, or takes 
any value in the range  0,255  for random-valued impulse 
noise; 𝑝 is the probability of corruption of the color image 
with the impulse noise; 𝑝𝑅 , 𝑝𝐺 and 𝑝𝐵 are the channel 
corruption probabilities for the 𝑅, 𝐺 and 𝐵 channel 
respectively and 𝑝𝑎 = 1 − 𝑝𝑅 − 𝑝𝐺 − 𝑝𝐵 . 
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And the uncorrelated impulse noise can be expressed as 
[100] 

𝒚𝑘
′ =  

𝑛𝑘 with probability 𝑝
𝑞𝑘with probability 1 − 𝑝

         (69)  

where 𝑘 = {𝑅, 𝐺, 𝐵}denotes the three channels in RGB color 
space; 𝑝  is the channel corruption probability; 𝒚𝑘  and 𝑛𝑘  
denote the original component and contaminated component 
respectively. 𝑛𝑘 can take either 0 or 255 for fixed-valued 
impulse noise and can take any discrete value in [0,255] for 
random-valued impulse noise.  
 
4. Filter Performance Measurements 
 
Execution time, mean absolute error (MAE) [37],  
normalized color difference (NCD) [37] and peak signal to 
noise ratio (PSNR) [85] are the performance measuring 
parameters which will be used to evaluate the filters in 
comparison. Color chromaticity preservation capability of a 
filter is measured with NCD. A filtered image is said to 
preserve its chromaticity if it is free from the shadowy 
effects whereas MAE represents the noise suppression and 
the signal–detail preservation capability.  MAE is 
mathematically expressed as  

𝑀𝐴𝐸 =
1

3𝑀𝑁
    𝒙(𝑖, 𝑗)𝑅 − 𝒙𝐹(𝑖, 𝑗)𝑅 +  𝒙(𝑖, 𝑗)𝐺 −𝑁

𝑗=1
𝑀
𝑖=1

𝒙𝐹(𝑖,𝑗)𝐺+𝒙(𝑖,𝑗)𝐵−𝒙𝐹(𝑖,𝑗)𝐵(70) 
 
Considering that 𝑀 × 𝑁 is the size of the image, where 
𝒙(𝑖, 𝑗) and 𝒙𝐹(𝑖, 𝑗) are the original and the filtered image 
respectively.  𝒙(𝑖, 𝑗)𝑅 , 𝒙(𝑖, 𝑗)𝐺 , 𝒙(𝑖, 𝑗)𝐵 and 
 𝒙𝐹(𝑖, 𝑗)𝑅 , 𝒙𝐹(𝑖, 𝑗)𝐺 , 𝒙𝐹(𝑖, 𝑗)𝐵 are the red, green and blue 
components of the original image𝒙(𝑖, 𝑗) and filtered image 
𝒙𝐹(𝑖, 𝑗) respectively. It can be seen that with the help of the 
above equation aslight difference between the original and 
filtered image can be highlighted properly for better 
comparison between the filters. The NCD is defined in 
the𝐿𝑢∗𝑣∗ ccolor space by 

𝑁𝐶𝐷

=

   
 𝐿 𝑖, 𝑗 − 𝐿𝐹 𝑖, 𝑗  

2 +  𝑢 𝑖, 𝑗 − 𝑢𝐹 𝑖, 𝑗  
2 +

 𝑣 𝑖, 𝑗 − 𝑣𝐹(𝑖, 𝑗) 2
 

1/2
𝑁
𝑗=1

𝑀
𝑖=1

    𝐿(𝑖, 𝑗) 2 + 𝑢(𝑖, 𝑗)2 + 𝑣(𝑖, 𝑗)2 
1

2 𝑁
𝑗=1

𝑀
𝑖=1

 

(71) 
Where  𝐿 𝑖, 𝑗 , 𝑢 𝑖, 𝑗 , 𝑣(𝑖, 𝑗) and  𝐿 𝑖, 𝑗 , 𝑢 𝑖, 𝑗 , 𝑣(𝑖, 𝑗)  are 
the respective values of the lightness and two chrominance 
components of the original image 𝒙(𝑖, 𝑗) and the filtered 
image 𝒙𝐹(𝑖, 𝑗) . And the signal content of the image is 
described as 

𝑃𝑆𝑁𝑅 = 10 𝑙𝑜𝑔10
𝒙𝑚𝑎𝑥

2

1

3𝑀𝑁
   𝒙 𝑖.𝑗  −𝒙𝐹(𝑖,𝑗 ) 2𝑁

𝑗=1
𝑀
𝑖=1

(72) 

Where 𝒙𝑚𝑎𝑥 = 2𝑏 − 1isthe maximum intensity for an image 
in a particular channel and 𝑏 is the number of bits per pixel 
for the particular channel.Then the similarity between two 
images is measured by Structural similarity index (SSIM), 
which is expressed as 

𝑆𝑆𝐼𝑀 =
 2𝜇𝑥𝜇𝑦+𝐷1  2𝜇𝑥𝑦 +𝐷2 

 𝜇𝑥
2+𝜇𝑦

2 +𝐷1  𝜎𝑥
2+𝜎𝑦

2+𝐷2 
         (73) 

where µx and µy are mean of the original and filtered image, 
whereas 2

x  and 2
y characterize the  variance of the original 

and filtered images respectively. 𝐷1and 𝐷2 are the constants. 
It is desired to a high value of PSNR and SSIM for a 
particular filter to be efficient in removing the impulse noise 
from an image. On the other hand MAE, MSE and NCD 

should bear the minimum values for the filter to be able to 
preserve the fine details, edges and chromaticity of the 
image. 
 
5. Conclusions 
 
A various form of vector filters for impulse noise removal 
have been surveyed and analyzed by grouping them into 
categories. Some recently proposed miscellaneous filters 
have also been included and briefed individually. 
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