
International Journal of Science and Research (IJSR) 
ISSN (Online): 2319-7064 

Index Copernicus Value (2015): 78.96 | Impact Factor (2015): 6.391 

Volume 6 Issue 2, February 2017 
www.ijsr.net

Licensed Under Creative Commons Attribution CC BY

Broadcast Polling in IEEE 802.16 Networks with 
Average-Buffered Subscriber Stations 

Chandan Singh Ujarari1, Arun Kumar Pal2

Department of Mathematics Statistics and Computer Science, G. B. Pant University of Agriculture & Technology, Pantnagar, India 

Abstract: We proposed a model to analyze the performance of the contention based services via broadcast polling in unsaturated IEEE 
802.16 networks with channel errors. Subscriber station with finite buffer capacity K can be treated as a M/G/1/K queue. Service time 
can be calculated by the back-off process of broadcast polling. Using this model, the normalized network throughput, Average-Buffered 
size and the distribution of the packet delay are derived. For performance estimation of best effort or contention-based non-real time 
polling services this proposed analytical model is used. Additionally, we show that the model gives good approximations for network 
performance with a more realistic bursty arrival process at light load, while providing conservative performance measures at medium 
and high loads. 
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1. Introduction 

The Worldwide Interoperability for Microwave Access 
(WiMAX) Forum promotes THE IEEE 802.16 standard [1]. 
THE standard [1] defines different air interfaces for various 
physical layers: WirelessMAN-SC, WirelessMAN-OFDM, 
WirelessMAN-OFDMA and WirelessMAN-HUMAN.
WirelessMAN-OFDMA supports mobility, while 
WirelessMAN-SC and WirelessMAN-OFDM support fixed 
connections. A key feature of 802.16 is that it is 
a connection-oriented technology. The subscriber station 
(SS) cannot transmit data until it has been allocated a 
channel by the base station(BS). This allows 802.16 to 
provide strong support for quality of service (QoS), such as 
unsolicited grant service (UGS), real-time polling service 
(rtPS), extended real-time polling service (ertPS), non-
realtime polling service (nrtPS), and best-effort service 
(BE). Simultaneously, some bandwidth request mechanisms 
are employed to meet the demand of different schedule 
services, like unsolicited granting, unicast polling, broadcast 
polling and piggybacking. Performance of the network 
operating in the point-to-multipoint (PMP) mode through 
WirelessMAN-SC or WirelessMAN-OFDM air interfaces 
with no mobility and time division duplexing (TDD) mode 
is focused here. Our proposed model is applicable for both 
the SC and OFDM systems as the WirelessMAN-OFDM air 
interface also uses the TDMA approach to access the 
channel, but with different parameter values [1]. From the 
point of view of medium access layer, a subscriber station 
(SS) still follows the broadcast polling protocol to access the 
channel, irrespective of the carrier system used in the 
physical layer. Here we will study and model the 
performance of an unsaturated IEEE 802.16 network with 
contention based services which request bandwidth via 
broadcast polling. 

There are several previous researches based on the 
performance evaluation of bandwidth request mechanisms in 
WiMAX networks has been done. Performance of 
contention-free bandwidth request based on unicast polling 
is studied in [2]-[3], while performance models for the 
contention based bandwidth request mechanisms in saturated 

or unsaturated WiMAX networks is proposed in [4]-[10]. In 
[4], the bandwidth efficiency and channel access delay with 
contention based bandwidth request scheme in saturated 
IEEE 802.16 networks was analyzed by the authors. In [5], 
the authors develop a range of performance metrics for the 
contention based bandwidth request scheme in saturated 
IEEE 802.16 networks, such as collision probability, 
normalized throughput and mean packet delay. To evaluate 
the average access delay and the capacity of the contention 
slots in delivering bandwidth request, a 2-D Markov chain 
(MC) model was proposed in [6] by Fallah et al. To analyze 
the IEEE 802.16 networks with sub channelization in [7],
Fattah et al. extend the work in [6]. Chuck et al. also 
develop a 2-D MC model to obtain the performance of 
bandwidth utilization and delay [8]. On the other hand, [6], 
[7] and [8] assume that the probability of an SS sending a 
request (REQ) is an input parameter of their models, instead 
of being a function of the arrival and backoff processes. To
evaluate the performance of the request mechanisms with 
grouping and no-grouping modes in WiMAX the authors 
suggest a 2-D MC model in [9]. However, they only analyze 
normalized throughput and collision probability. This model 
is significantly extended to include delay analysis and take 
into account channel errors [10] afterward. Moreover, all 
these mechanism assume the availability of infinite buffers 
at an SS. The major limitation of the previous results is 
buffer sizes are always finite. In this paper, we study the 
performance of nrtPS or BE services using the broadcast 
polling mechanism, which is contention based and requires 
SSs to use the truncated binary exponential backoff (TBEB) 
algorithm for contention resolution. We consider the 
circumstances where each SS has a finite buffer. Major 
contributions of this paper can be summarized as follows: 
 A general queueing model is developed to analyze the 

performance of contention based services which use 
broadcast polling for bandwidth request. Our model also 
takes into account the random channel noise. 

 The distribution of REQ service time and packet delay are 
well derived by Laplace-Stieltjes transform (LST). 

 We derive the average buffer size and average time period 
frm the arrival of a packet until the start of the next 
request for this packet is initiated. 
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Figure 1: IEEE 802.16 MAC frame structure with time division duplexing 

The rest of this paper is organized as follows. Section II first 
describes the operation of broadcast polling, and then 
derives the LST of the service time of REQs. Section III 
develops the fixed point equations to obtain numerical 
results of some important parameters of our model. Section 
IV derives the expressions of network throughput and the 
distribution of packet delay. Section V the analytical results 
evaluates the impact of different parameters on performance 
metrics. Results with a more realistic arrival process where 
packet inter-arrival time follows a Pareto distribution are 
also presented in this section. Section VI provides an 
algorithm to achieve the optimum network throughput. 
Finally, Section VII concludes the paper. 

2. Broadcast Polling and Mean Service Time of
Reqs 

The MAC frame structure defined in the IEEE 802.16 standard 
in TDD mode is shown in Fig. 1. Each frame is divided into 
downlink (DL) subframe and uplink (UL) subframe with fixed 
duration Δ. The duration of DL subframe is TDL which begins 
with preamble for synchronization and equalization. For frame 
control the DL subframe is followed by DL-MAP and UL-
MAP, then downlink burst begins. If there are transmission 
opportunities for bandwidth requests and data packets then UL-
MAP informs the SSs. Bandwidth request interval with duration 
TRE, including initial ranging opportunities and request 
contention opportunities, and UL bursts with duration TDA
composed UL subframe. The two gaps called Transmit/receive 
transition gap (TTG) and Receive/transmit transition gap (RTG) 
respectively are there in Fig. 1. If an SS has a data packet to 
send, it will send an REQ in a request slot according to the 
TBEB algorithm within the request contention opportunities 
interval of the UL subframe. The contention window Wi for 
backoff state i with TBEB is given by as follows:

𝑊𝑖  =   
2𝑖𝑊,    0 ≤ 𝑖 ≤ 𝑟
2𝑟𝑊,    𝑟 < 𝑖 < 𝑅

  

Where W, r and R denotes the initial contention window, 
truncation value and maximum allowable number of 
attempts. At state i, the number of request slots that an REQ 
has to backoff is a number randomly chosen between 0 and 
Wi −1. UL burst of the next frame is allocated by the base 
station (BS). If an REQ is successful in state i, the packet 
will be sent in an UL burst of the next frame. Otherwise, the 
SS will backoff according to state i+1 in the next frame. 
When the backoff state is altered from i to i+1, Wi is 
doubled if i < r, or else Wi remains constant. If an REQ fails 
up to R transmissions, the corresponding packet will be 

discarded. We suppose that the SSs are only allowed to 
request bandwidth to transmit one packet by each REQ 
because the standard does not state how many packets each 
REQ represents. This assumption is the default behaviour of 
an SS. Also, all packets are assumed to have the same 
length, which is realistic in the MAC layer. Suppose length 
of a request slot be tRE, m be the number of request slots in 
each uplink subframe. For uplink traffic we assume 
additionally that the BS always allocates the same amount of 
uplink capacity consisting of d ≤ m data slots in every uplink 
subframe. The transmission time of a packet is tDA (tDA  tRE)
which is length of each data slot. If bandwidth request is 
successful in the previous frame then BS uplink scheduler 
will uniformly allocate bandwidth to SSs since standard does 
not define scheduling algorithms for both BS and SSs. Let j
be the number of successfully transmitted REQs in an UL 
subframe. If j < d then in the next frame there will be (d − j)
> 0 unused data slots, which are wasted. However, if j > d 
then (j − d) > 0 requests must be declined because there are 
only d data slots available in the next frame; so (j − d)
requests are also considered unsuccessful.

We consider an IEEE 802.16 network with one BS serving 
N SSs working in the PMP manner. At each SS arrival of 
data packets are assumed to be Poisson process with rate λ 
packets per second. Let the probability that the buffer of an 
SS has at least one packet be ρc. The buffer size of each SS 
is denoted as K. Hence an SS can be modeled as a M/G/1/K 
queueing system. Referring to Fig. 2, the definition of the 
service time of an REQ depends on whether the queue is 
empty or not upon the arrival of a new packet at an SS. We 
identify below separately these two cases: 

S0: The empty queue (with probability 1−ρc, Fig. 2(a)). In 
this case the service time of its REQ includes the time period 
from its arrival until the start of the request interval where 
the backoff of the first attempt is initiated, and its backoff 
process from the beginning of the first request interval until 
the beginning of the request interval prior to which a 
successful request or the Rth request attempt is made. 

S1: The queue is non-empty (with probability ρc, Fig. 2(b)). 
If a packet arrives at a non-empty queue, it will be placed in 
the buffer until it becomes the head-of-the-line (HOL) 
packet. The REQ service time of this packet is defined as the 
time duration from the beginning of the request interval 
where the backoff of the first attempt is initiated until the 
beginning of the request interval prior to which a successful 
request or the Rth request attempt is made.  
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Figure 2: The service time of an REQ when (a) its packet arrives at an empty queue, (b) its packet arrives at a non-empty 
queue 

We analyze the distribution of the service time of REQs as 
follows. In Fig. 2(a), when a arrival comes at an empty 
queue then for a certain amount of time to start the TBEB 
backoff process packet arrival will wait. Let G be a random 
variable (r.v.) representing the time period from the arrival 
of a packet until the start of the next request interval where 
the backoff of the first request for this packet is started. Note 
that G = Δ− Z where Z is an exponential r.v. representing the 
time elapsed from the beginning of the bandwidth request 
interval in the current WiMAX frame till the arrival of the 
first packet from the Poisson process. 

The cumulative distribution function of G is expressed as 
FG(g) = 1 − FZ(Δ − g), and after conditioning on Z ≤ Δ can 
then be given by as follows.  

                                                         

𝐹𝐺 𝑔 =  
𝑒− 𝑒𝑔−1 

1−𝑒−
,            0 𝑔  

1,                           𝑔 ≥ 

  

                (1)
The probability density function (pdf) of G is given as

𝑓𝐺 𝑔 =  
𝑒𝑔

𝑒−1
0 𝑔  

0 𝑔 > 

 

                       (2)
The LST of fG(g) is given by 𝐿𝐺 𝑔 =

(𝑒−𝑠−𝑒−)

 −𝑠 (1−𝑒−)

Mean time period from the arrival of a packet until the start 
of the next request interval where the backoff of the first 
request for this packet is initiated is given by 

𝐸𝐺 𝑔 =  𝑔𝑓𝐺 𝑔 𝑑𝑔


0
=

(1−𝑒+𝑒)

(1−𝑒−)
                 (3) 

Let H(i), 0 ≤ i < R, be a discrete r.v. representing the number 
of backoff frames incurred by the ith attempt of an REQ. 
Since the backoff period is uniformly chosen from [0, Wi−1] 
in the ith attempt, the probability mass function (pmf) of H(i)

is given by 

𝐻(𝑖) =  

𝑗      𝑤. 𝑝.  𝑚 𝑊𝑖
 , 𝑗 = 1, 2,… ,𝐴𝑖 − 1

𝐴𝑖 𝑤. 𝑝.   1 −
 𝐴𝑖−1 𝑚

𝑊𝑖

      (4) 

where w.p. is for “with probability” and Ai is given by 









 m

WA i
i

Then, the LST of the pmf of H(i) can be obtained as follows 

𝐿𝐻 𝑖  𝑠 =  
𝑚

𝑊𝑖
𝑒−𝑗𝑠

𝐴𝑖−1
𝑗=1 + (1 −

 𝐴𝑖−1 𝑚

𝑊𝑖
)𝑒−𝐴𝑖𝑠. 

Let Y (i), 0 ≤ i < R, be a discrete r.v. representing the 
accumulated backoff time that an SS has spent from backoff 
state 0 to backoff state i, 

𝑌(𝑖) =  𝐻(𝑗 )𝑖
𝑗=0 .                         (5) 

So, the LST of the pmf of Y (i) can be given as 
𝐿𝑌 𝑖  𝑠 =   𝐿𝐻(𝑗)(𝑠)𝑖

𝑗=0 .

Case S0: In this case the service time of an REQ is X0 = G +
Y, noting that G and Y are independent, so the pdf of X0 is 
given as follows 

𝑓𝑋0
 𝑥 =  𝑓𝐺 𝑥 − 𝑦 𝑓𝑌 𝑦 𝑑𝑦



−

And its LST is given simply by 
LX0(s) = LG(s) Ly(s) 

Case S1: In this case ,the service time of the REQ is X1 =Y. 
so the pmf of X1 is fy(y). Hence we can defined service time 
of an REQ’s as follows. 

𝑋 =  
𝐺 + 𝑌         𝑤. 𝑝.   1 − 

𝑐

𝑌 𝑤. 𝑝.   
𝑐

               (6) 

And the LST of the pdf of an REQ’s service time can be 
written as  

𝐿𝑋 𝑠 =  1 − 
𝑐
 𝐿𝑋0

 𝑠 + 
𝑐
𝐿𝑌(𝑠)

3. Fixed Point Equations 

In this section, to calculate the service time distribution of 
REQs we will discuss two nested sets of fixed point 
equations to obtain ρc and p. 
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3.1 Outer Set 

The service time distribution of an REQ based on whether 
the queue is empty or not upon the arrival of its packet at an 
SS, and thus it is a function of ρc. ρc is just the utilization 
of the M/G/1/K queue modeling an SS, it cannot be directly 
obtained from the standard expressions for M/G/1/K model. 
We define the system state of an SS at time t to be the 
number of requests in its buffer at that instant. Consider the 
imbedded Markov Chain of the system states just after the 
departure instants of the requests that leave the queue after 
obtaining service.

Suppose the time instant at which the ith request departs 
from the SS after obtaining service is denoted by ti, i = 1, 
2, 3, . . ., . Let ni is the number of requests left behind 
when the ith request departs at ti state of the SS & ni has 
the range between 0 and K−1 since the departure of the 
request cannot leave the SS completely, i.e. with the SS in 
state K. Let ai be the number of arrivals (from the Poisson 
arrival process) in the ith service time. The corresponding 
equations for the Markov Chain can then be given as  

𝑛𝑖+1 =   
min 𝑎𝑖+1,𝐾 − 1                𝑓𝑜𝑟 𝑛𝑖 = 0

  min 𝑛𝑖 − 1 + 𝑎𝑖+1,𝐾 − 1                        𝑓𝑜𝑟 𝑛𝑖 = 1,2,… . ,𝐾 − 1
 

Now the equilibrium state probabilities pd,k at the departure 
time of requests from the queue can be easily can be easily 
compute. Where k = 0, 1, 2, . . . , K-1. The transition 
probabilities of the imbedded Markov Chain is required for 
the pd,k which is given by 

𝑝𝑑 ,𝑗𝑘 = 𝑃 𝑛𝑖+1 = 𝑘 𝑛𝑖 = 𝑗      0  𝑗, 𝑘  𝐾 − 1 . 

The probability of k job arrivals to the queue during the 
service time of a packet in the empty queue is given by 

𝑘 =  
(𝑡)𝑘

𝑘
𝑒−𝑡𝑓𝑋𝑠0

 𝑡 𝑑𝑡


𝑡=0
.            (7)

The probability of k job arrivals to the queue during the 
service time of a packet in the non-empty queue is given by 


𝑘

=  
(𝑡)𝑘

𝑘
𝑒−𝑡𝑓𝑌 𝑡 𝑑𝑡



𝑡=0
.            (8) 

The transition probability in terms of k and k for empty 
and non-empty respectively is given by 

𝑝𝑑 ,0𝑘 =  
𝑘                       0  𝑘  𝐾 − 2

    𝑚

𝑚=𝐾−1 𝑘 = 𝐾 − 1

 (9) 

& 

𝑝𝑑 ,𝑗𝑘 =  

𝑘−𝑗+1

                      𝑗 − 1  𝑘  𝐾 − 2

    
𝑚


𝑚=𝐾−𝑗 𝑘 = 𝐾 − 1

  (10) 

Where j = 1, 2 , . . . , K-1. 

Hence the transition probability matrix is given by 

Pd = [pd,jk] =
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The equilibrium state probabilities pd,k , k = 0, 1, 2, . . . , K-1
at the departure instants can be expressed in terms of K -1
balance equations along with the normalization condition, 
which are given as follows. 

𝑝𝑑 ,𝑘 =  𝑝𝑑 ,𝑗 𝑝𝑑 ,𝑗𝑘
𝐾−1
𝑗=0                            (11) 

The normalized condition of this is as follows 
 𝑝𝑑 ,𝑘 = 1𝐾−1
𝑘=0                           (12) 

Now we can substitute the transition probabilities  pd,jk in 
equations (11) & (12) by which we get a set of linear 
equations that may help to solve the corresponding state 
probabilities. Since there are only K unknowns (pd,k, k = 0, 1, 
. . . , K-1) to be found this implies only K-1 equations are 
required from K equations of (11) apart from the normalized 
condition of (12). The set of K equations can be summarized 
as in following equation (13). 

  
𝑝𝑑 ,𝑘 = 𝑝𝑑 ,0𝑘

+  𝑝𝑑 ,𝑗𝑘−𝑗+1
𝑘+1
𝑗=1          𝑘 = 0, 1,… ,𝐾 − 2  

(13) 

𝑝𝑑 ,𝐾−1 = 1 − 𝑝𝑑 ,𝑘

𝐾−2

𝑘=0

 Let pa,k , k = 0, 1, . . . , K be a newly arriving packet 
probability, irrespective of whether it finally joins the queue 
or not and finds k packets waiting in the queue (where an SS 
is an equilibrium state). Let pk, k = 0, 1, . . , K be the steady 
state probability that buffer has k packets in it. Then by 
using PASTA property we can then write that 

Pk = pa,k : , k = 0, 1, . . . , K

Now the average buffer size is given as 
𝐸 𝑘 =  𝑘𝐾−1

𝑘=0 𝑝𝑘 =  𝑘𝐾−1
𝑘=0 𝑝𝑎 ,𝑘 = 𝐾𝑎𝑣𝑔               (14) 

If the equilibrium buffer overflow probability (SS is in state 
K) is PB. Therefore PB = pK then we have 

𝑝𝑘 = 𝑝𝑎 ,𝑘 =  1 − 𝑃𝐵 𝑝𝑑 ,𝑘 , 𝑘 = 0, 1,… . ,𝐾 − 1. (15) 
Where  𝑝𝑎 ,𝑘 = 1𝐾

𝑘=0 and   𝑝𝑑 ,𝑘 = 1𝐾−1
𝑘=0 . Hence the 

average buffer size is given by 
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probabilities of the imbedded Markov Chain is required for 
 which is given by 

𝑘 𝑛𝑖 𝑘 𝑛 𝑘 𝑛 = 𝑗      0  𝑗 𝑗 , 𝑘  𝐾 − 1 . 

 job arrivals to the queue during the 
service time of a packet in the empty queue is given by 

=  
(𝑡𝑡 )𝑘

𝑘
𝑒−𝑡𝑡 𝑓𝑋𝑓𝑋𝑓 𝑠0

 𝑡 𝑑𝑡


𝑡
 
𝑡
 

=0
.            (7)

 job arrivals to the queue during the 
service time of a packet in the non-empty queue is given by 

=  
(𝑡𝑡 )𝑘

𝑘
𝑒−𝑡𝑡 𝑓𝑌𝑓𝑌𝑓  𝑡 𝑑𝑡



𝑡
 
𝑡
 

=0
.            (8) 

𝑝𝑑 ,0𝑘 =  
𝑘𝑘                       0 

    𝑚𝑚

𝑚=𝐾−1

& 

𝑝𝑑 ,𝑗𝑘,𝑗𝑘, =  

𝑘−𝑗+1

                      

    
𝑚


𝑚=𝐾−𝑗

Where j = 1, 2 , . . . , K-1. 

Hence the transition probability matrix is given by 

= [p[p[ d,jk] =
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The equilibrium state probabilities pd,k , k = 0, 1, 2, . . . , K-K-K 1
at the departure instants can be expressed in terms of K -1 𝑝𝑑 ,𝐾−1 = 1 − 𝑝

𝐾−
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𝐸 𝑘 =  𝑘𝐾−1
𝑘=0  1 − 𝑃𝐵 𝑝𝑑 ,𝑘 = 𝐾𝑎𝑣𝑔            (16) 

For the case k=0, using (15) we can write 
1 −  1 − 𝑃𝐵 = 1 − 

𝑐
= (1 − 𝑃𝐵)𝑝𝑑 ,0           (17) 

Where  is the traffic load of an SS & the relation between 
c and PB is given by as follows 

  
𝑐

=  1 − 𝑃𝐵  =  1 − 𝑃𝐵 𝐸[𝑋]         (18) 
Where 𝐸 𝑋 =

𝑑𝐿𝑋 (𝑠)

𝑑𝑠
at s=0. After substituting value of PB

in equation (18) we can find the value of c and pd,0. 

3.2 Inner Set 

If there is no collision then request is successful with 
probability (1-pc) and base station has sufficient bandwidth 
to serve it with probability 1-pd. If request is not corrupted 
by random channel noise (with probability 1-pe where pe is 
the frame error rate) then it can be another condition for a 
request to be successful. Then we can write p as follows 

𝑝 = 1 −  1 − 𝑝𝑐  1 − 𝑝𝑢  1 − 𝑝𝑒                 (19) 

Where pu is the probability that a collision free request is 
unsuccessful due to the lack of bandwidth in the subsequent 
frame [1]. 

3.3 Relationship between p and c

We presume initial value of c to solve p and c, which is 
input into the outer set of fixed point equations .This input ρc
is first used in the inner set of fixed point equations to solve 
p. Then, they are used together in the outer set of fixed point 
equations to calculate E[X], PB and thus a new ρc. The above 
process repeats if the new ρc has not converged and it is fed 
back to the outer set of fixed point equations as the input. 
Otherwise, we have solved ρc and p. 

4. Performance Measures 

4.1. Throughput 

A packet is discarded if its request has failed after R
attempts, the throughput of each SS is given by λ(1 
−PB)(1−pR). Since the network provides a capacity of d data 
slots in each frame with duration Δ, then the normalized 
network throughput Γ is thus given by 

𝛤 =
𝑁 1−𝑃𝐵 (1−𝑝𝑅)

𝑑  
   (20) 

4.2. Packet Delay

The r.v. X is service time of an REQ, it does not matter REQ 
is successful or unsuccessful. Let the service time of a 
successful REQ is define by a r.v. 𝑋′ . If waiting time of an 
REQ is represented by Wq and V be a discrete r.v.
representing the time from the beginning of a data subframe 
to the end of a packet transmission, as shown in Fig. 2. TRE 
is the duration of the bandwidth request opportunities 
depicted Fig. 1. Therefore for a successful REQ, the 
corresponding packet delay D can be written as 

𝐷 = 𝑊𝑞 + 𝑋′ +

𝑇𝑅𝐸 + 𝑉   (21) 
as a result, the LST of the pdf of D can be written as  

𝐿𝐷 𝑠 = 𝐿𝑊𝑞
 𝑠 𝐿𝑋′  𝑠 𝐿𝑉(𝑠)𝑒−𝑠𝑇𝑅𝐸                    (22) 

5. Numerical Results 

In our analytical model we analyze the relative study of 
buffer overflow probability, mean packet delay and 
normalized throughput under various factor N, m, d, λ, K and 
W. The channel is operated in TDD mode with the frame 
structure as shown in Fig. 1. The data rate at the physical 
layer is assumed to be 130 Mbps. In accordance with default 
parameters taken from [1] MAC and physical layer 
parameters are configured. The duration of frame is 1 μsec 
an it consist of 5000 physical slots or 2500 mini slots each of 
0.4 μsec. Each bandwidth request consists of 6 mini slots 
where 3 mini slots are for subscriber station transition gap 
(SSTG), 2 mini slots for preamble and one mini slot for a 
bandwidth request message of 48 bits. the transmission of an 
approximately 0.5 KB packet per data slot is allowed by the 
preamble and transition gap which length is 37.6 μsec (i.e. 
94 mini slots). Each SS has a finite buffer. Our model is 
suitable for studying the impact of different parameters on 
the performance metrics of contention-based services of the 
IEEE 802.16 networks. Let us have a network setting of N =
45, r = 3, R = 5, m = d = 10, λ = 130, pe = 0, and W = 8, 16,
32, 64 to calculate the impact of the buffer size K on buffer 
overflow probability, mean packet delay and normalized 
throughput.

Fig. 4.1 shows the buffer overflow probability against K for 
various W. For fix K, the buffer overflow probability 
increases when we increase W. Since average number of 
backoff slots increases when W increases and this increases 
the mean service time and hence there is a higher buffer 
overflow probability. When W is fixed, as expected, the 
buffer overflow probability decreases as K increases. We 
define a critical buffer size beyond which the buffer 
overflow probability becomes negligible for a particular W.
For example, when W = 8, the critical buffer size is about 
10, for W = 16 it is 15, for W = 32 it is about 36 and for W = 
64 it is infinity as shown in Fig. 4.1. Here we observe that as 
the load increases (i.e. W increases), the critical buffer size 
increases. When the network is closed to saturation, the 
critical buffer size could be very large, i.e., approaching 
infinity, as depicted by the curve for W = 64  in Fig. 4.1. 
Also, the decreasing rate of buffer overflow probability with 
respect to K is larger at higher load.
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− 𝑝𝑐  1 − 𝑝𝑢  1 − 𝑝𝑒                 (19) 

 is the probability that a collision free request is 
unsuccessful due to the lack of bandwidth in the subsequent 

3.3 Relationship between p and c

We presume initial value of c to solve p and c, which is 
input into the outer set of fixed point equations .This input ρc
is first used in the inner set of fixed point equations to solve 

. Then, they are used together in the outer set of fixed point 
X], X], X PB and thus a new ρc. The above 

process repeats if the new ρc has not converged and it is fed 
back to the outer set of fixed point equations as the input. 
Otherwise, we have solved ρc and p. 

Performance Measures 

if its request has failed after if its request has failed after if R
attempts, the throughput of each SS is given by λ(1 

). Since the network provides a capacity of d data 
slots in each frame with duration Δ, then the normalized 

preamble and transition gap which length is 37.6 
94 mini slots). Each SS has a finite buffer.
suitable for studying the impact of different parameters on 
the performance metrics of contention-based services of the 
IEEE 802.16 networks. Let us have a network setting of et us have a network setting of et
45, r = 3, R = 5, m = d = 10, λ = 130
32, 64 to calculate the impact of the buffer size 
overflow probability, mean packet delay and normalized 
throughput.

Fig. 4.1 shows the buffer overflow probability against 
various W. For fix W. For fix W K, the buffer overflow probability K, the buffer overflow probability K
increases when we increase W.W.W
backoff slots increases when W increases and this increases 
the mean service time and hence there is a higher buffer 
overflow probability. When W is fixed, as expected, the 
buffer overflow probability decreases as 
define a critical buffer size beyond which the buffer 
overflow probability becomes negligible for a particular 
For example, when W = 8, the critical buffer size is about 
10, for W = 16 it is 15, for W = 32 it is about 36 and for W = 32 it is about 36 and for W
64 it is infinity as shown in Fig. 4
the load increases (i.e. W increases), the critical buffer size 
increases. When the network is closed to saturation, the 
critical buffer size could be very large, i.e., approaching 
infinity, as depicted by the curve for 
Also, the decreasing rate of buffer overflow probability with 
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The normalized throughput against K for different W (i.e., 
loads) is shown in Fig. 4.2. For a given W, increase of K up
to the critical buffer size results in the increase in 
throughput. Since buffer overflow probability decreases 
faster for a higher load (e.g., W = 32, W = 64) hence the rate 
of increase in throughput with respect to K is larger. On the 
other hand, for further increase of K beyond the critical 
buffer size, the throughput remains the same because either 
all the input load has been accommodated and admitted, or 
the network is already saturated.  

(4.2) Normalized throughput 

Fig. 4.3 plots the mean packet delay against K for 
various W. For a given K when we increase W it causes 
larger mean packet delay due to the larger mean service 
time. Due to larger queues for a fix W, increase of K up to 
the critical buffer size increases the mean packet delay. 
Again for W = 32, 64 the network is closed to saturation, and 
the mean delay is seen to be fast increasing. There is no 
advantage in setting K to be larger than the critical value. 
For a given buffer size, if the network is closed to or already 
saturated, then increasing K would only increase packet 
delay.  

(4.3) Mean packet delay 

Now we evaluate the impact of N and W on various 
performance metrics. Similarly, we set r = 3, R = 5, m = d =
10,  λ = 130 and fix K = 10. The results are shown in Fig. 
(5.1) & in Fig. (5.3). For a given W and fixed K, a larger N
leads to higher buffer overflow probability and delay. The 
normalized throughput against N for various W is plotted in 
Fig. (5.2). When N is small, say N < 30, the normalized 
throughput for different W is about the same. However, for a 
given larger N, the  normalized throughput increases and 

then decreases as W increases from 8 to 64. This indicates 
that we can vary W to maximize the throughput.

(5.1) Buffer overflow probabilities 

(5.2) Normalized throughput 

(5.3) Mean packet delay 

6. Conclusion 

We develop an analytical model to evaluate the performance 
metrics of the contention-based services in unsaturated IEEE 
802.16 networks over imperfect channel where subscriber 
stations have only finite buffers. Expressions for network 
throughput, carried traffic of each subscriber station and the 
distribution of packet delay are derived. Using the model, 
we have been able to investigate the impact of various 
parameters on the performance metrics of the 802.16 
networks. The average buffer size and Mean time period 
from the arrival of a packet until the start of the next request 
interval where the backoff of the first request for this packet 
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(4.2) Normalized throughput 

 plots the mean packet delay against K for 
K when we increase K when we increase K W it causes 

larger mean packet delay due to the larger mean service 
time. Due to larger queues for a fix W, increase of W, increase of W K up to 
the critical buffer size increases the mean packet delay. 

= 32, 64 the network is closed to saturation, and 
the mean delay is seen to be fast increasing. There is no 

to be larger than the critical value. 
For a given buffer size, if the network is closed to or already 
saturated, then increasing K would only increase packet 

(5.2) Normalized throughput 
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is initiated are also defined here. We observe that there is no 
benefit to provide large buffers to subscriber stations. 
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