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Abstract: In this paper, we study the stability of a Jungck-Picard-S iteration method when applied to a pair of Jungck-contraction 
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1. Introduction and Preliminaries 
 

Fixed point theory is concerned with investigating a wide 

variety of issues such as the existence (and uniqueness) of 

fixed points, the construction of fixed points, etc. One of 

these themes is data dependency of fixed points. Data 

dependency of fixed points has been the subject of research 

in fixed point theory for some time now, and data 

dependence research is an important theme in its own right. 

Several authors had made contributions to the study of data 

dependence of fixed points such as Berinde [2] and others. 

 

In the study of iterations, it is also important to examine 

their stability. The concept of stability was introduced by 

Harder [5], Harder and Hicks [6], [7] and roughly speaking 

of a fixed point iteration procedure is numerically stable if 

small modification in the initial data involved in the 

computation process will produce a small influence on the 

computed value of the fixed point. 

 

In this paper, we establish data dependence result of Jungck-

Picard-S iterative scheme[1]. Also, we prove the stability of 

this iteration. Throughout this paper the set of all positive 

integers and zero is shown by ℕ. Let 𝐵 be a Banach space, 𝐶 

be a nonempty closed convex subset of 𝐵 and 𝑇 a self-map 

of 𝐶. An element 𝑢∗ of 𝐶 is called a fixed point of 𝑇 if and 

only if 𝑇𝑢∗ = 𝑢∗  [3]. The set of all fixed point of 𝑇  is 

denoted by 𝐹𝑇 . 

 

Recently, Badri [1] defined the following Jungck-Picard-S 

iterative scheme.  

 

Definition (1.1) [1]: 

Let 𝐵 be a Banach space and 𝐶 be a nonempty subset of 𝐵. 

Let 𝑇, 𝑆: 𝐶 → 𝐶  be two self mappings such that 𝑇 𝐶 ⊆
𝑆 𝐶 . For 𝑥1 ∈ 𝐶 , the Jungck-Picard-S iterative scheme is 

the sequence  𝑆𝑥𝑛  𝑛=1
∞  defined by  

𝑆𝑥𝑛+1 = 𝑇𝑦𝑛   

𝑆𝑦𝑛 =  1 − 𝛽𝑛 𝑇𝑥𝑛 + 𝛽𝑛𝑇𝑧𝑛   

𝑆𝑧𝑛 =  1 − 𝛾𝑛 𝑆𝑥𝑛 + 𝛾𝑛𝑇𝑥𝑛  𝑛 ∈ ℕ           (1.1) 

where  𝛽𝑛 𝑛=1
∞  and  𝛾𝑛 𝑛=1

∞  are real sequences in   0,1   such 

that  𝛽𝑛𝛾𝑛 = ∞∞
𝑛=1 . 

 

We have proved in [13] that the Jungck-Picard-S converges 

to a unique common fixed point when applied to a pair of 

Jungck-contraction mappings. Also, we have shown that the 

Jungck-Picard-S iterative scheme converges to the fixed 

point faster than each of Jungck-Noor [10], Junck-SP[4] and 

Jungck-CR [9] iterative schemes.  

 

Definition (1.2) [8]: Let 𝐵 be a Banach space and 𝐶  be a 

nonempty subset of 𝐵. Let 𝑇, 𝑆: 𝐶 → 𝐶 be two self mappings 

such that 𝑇 𝐶 ⊆ 𝑆 𝐶 . The Jungck-contraction mapping is 

defined by: 

𝑑 𝑇𝑥, 𝑇𝑦 ≤ 𝛿𝑑 𝑆𝑥, 𝑆𝑦 , 0 ≤ 𝛿 < 1            (1.2) 

 

2. Stability 
 

Now we prove that Jungck-Picard-S iterative scheme (1.1) is 

stable with respect to  𝑆, 𝑇 .  

First we need the following definition: 

 

Definition (2.1) [11]: 

Let  𝑋, 𝑑  be a metric space and let 𝑇, 𝑆: 𝑋 → 𝑋  be self 

mappings. Let 𝑧 ∈ 𝐶 𝑆, 𝑇  that is there exists 𝑢∗  such that 

𝑆𝑧 = 𝑇𝑧 = 𝑢∗ . For any 𝑥1 ∈ 𝑋 , the sequence  𝑆𝑥𝑛  𝑛=1
∞  

generated by the general iterative procedure 

𝑥1 ∈ 𝑋  

𝑆𝑥𝑛+1 = 𝑓 𝑇, 𝑥𝑛 , 𝑛 ∈ ℕ                           (2.1) 

where 𝑥0 is an initial approximation and 𝑓 𝑇, 𝑥𝑛  denotes to 

any iteration and suppose that it converges to 𝑢∗ ∈ 𝑋. Let 
 𝑆𝑦𝑛  𝑛=0

∞ ⊂ 𝑋  be an arbitrary sequence and 𝜀𝑛 =

𝑑 𝑆𝑦𝑛+1, 𝑓 𝑇, 𝑦𝑛  , 𝑛 ∈ ℕ . Then the iterative procedure 

(2.1) is  𝑆, 𝑇 -stable or stable with respect to  𝑆, 𝑇  if we 

have 

lim𝑛→∞ 𝜀𝑛 = 0 if and only if lim𝑛→∞ 𝑆𝑦𝑛 = 𝑢∗. 

 

The following lemma will be needed in the next theorem. 

 

Lemma (2.2) [12]: 

Let  𝜏𝑛  𝑛=1
∞  and  𝜌𝑛 𝑛=1

∞  be nonnegative real sequences 

satisfying the following inequality: 

𝜏𝑛+1 ≤ (1 − 𝜆𝑛)𝜏𝑛 + 𝜌𝑛 , 

where 𝜆𝑛(0,1)  for all 𝑛≥𝑛1,   𝜆𝑛 = ∞∞
𝑛=1  and 

𝜌𝑛

𝜆𝑛
0 as 

n∞. Then lim𝑛∞ 𝜏𝑛 = 0. 
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Theorem (2.3): 

Let 𝐶  be a nonempty closed convex subset of a Banach 

space 𝐵 , 𝑆, 𝑇: 𝐶 → 𝐶  be two self-mappings satisfying 

Jungck-contraction condition (1.2) assume 𝑇 𝐶 ⊆ 𝑆 𝐶 , 

let  𝑆𝑥𝑛  𝑛=1
∞  be the Jungck-Picard-S iterative scheme 

generated by (1.1) converges to 𝑢∗ ∈ 𝐹  such that 
 𝛽𝑛𝛾𝑛 = ∞∞

𝑛=1 .  Then the Jungck-Picard-S iterative 

scheme is stable with respect to  𝑆, 𝑇 . 

 

Proof: 

Let  𝑆𝑥𝑛  𝑛=1
∞  converges to 𝑢∗ and  𝑆𝑎𝑛  𝑛=1

∞  be an arbitrary 

sequence in 𝐶. 

 

Define 𝜀𝑛 =  𝑆𝑎𝑛+1 − 𝑇𝑏𝑛  where  

            𝑆𝑏𝑛 =  1 − 𝛽𝑛 𝑇𝑎𝑛 + 𝛽𝑛𝑇𝑐𝑛   

            𝑆𝑐𝑛 =  1 − 𝛾𝑛 𝑆𝑎𝑛 + 𝛾𝑛𝑇𝑎𝑛   

Now for some 0 ≤ 𝛿 < 1 such that  
 𝑇𝑥 − 𝑇𝑦 ≤ 𝛿 𝑆𝑥 − 𝑆𝑦  we get: 

 𝑆𝑎𝑛+1 − 𝑢∗ =  𝑆𝑎𝑛+1 − 𝑇𝑏𝑛 + 𝑇𝑏𝑛 − 𝑢∗   

                       ≤  𝑆𝑎𝑛+1 − 𝑇𝑏𝑛 +  𝑇𝑏𝑛 − 𝑢∗  

                       ≤ 𝜀𝑛 +  𝑇𝑏𝑛 − 𝑢∗  

                       ≤ 𝜀𝑛 + 𝛿 𝑆𝑏𝑛 − 𝑢∗                                                

(2.2) 

On the other hand 

 𝑆𝑏𝑛 − 𝑢∗ =   1 − 𝛽𝑛 𝑇𝑎𝑛 + 𝛽𝑛𝑇𝑐𝑛 − 𝑢∗   

                   ≤  1 − 𝛽𝑛  𝑇𝑎𝑛 − 𝑢∗ + 𝛽𝑛 𝑇𝑐𝑛 − 𝑢∗  

Also we get 

 𝑆𝑐𝑛 − 𝑢∗ ≤  1 − 𝛽𝑛 𝛿 𝑆𝑎𝑛 − 𝑢∗ + 𝛽𝑛𝛿 𝑆𝑐𝑛 − 𝑢∗              
(2.3) 

                   =   1 − 𝛾𝑛 𝑆𝑎𝑛 + 𝛾𝑛𝑇𝑎𝑛 − 𝑢∗   

                  ≤  1 − 𝛾𝑛  𝑆𝑎𝑛 − 𝑢∗ + 𝛾𝑛 𝑇𝑎𝑛 − 𝑢∗  

Thus 

 𝑆𝑐𝑛 − 𝑢∗ =  1 − 𝛾𝑛 1 − 𝛿   𝑆𝑎𝑛 − 𝑢∗                                     

(2.4) 

Substituting (2.3) and (2.4) in (2.2), we have 

 𝑆𝑎𝑛+1 − 𝑢∗ ≤ 𝜀𝑛 + 𝛿2  1 − 𝛽𝑛 + 𝛽𝑛  1 − 𝛾𝑛 1 −

𝛿𝑆𝑎𝑛−𝑢∗  

                       = 𝜀𝑛 + 𝛿2 1 − 𝛽𝑛𝛾𝑛 1 − 𝛿   𝑆𝑎𝑛 − 𝑢∗  

By hypothesis we have lim𝑛→∞ 𝜀𝑛 = 0 and 𝛽𝑛 , 𝛾𝑛 , 𝛿 ∈   0,1   
then using Lemma (2.2) we get lim𝑛→∞ 𝑆𝑎𝑛 − 𝑢∗ = 0 . 

Hence, we get lim𝑛→∞𝑆𝑎𝑛 = 𝑢∗.  

Now suppose that lim𝑛→∞𝑆𝑎𝑛 = 𝑢∗  and we have to show 

that lim𝑛→∞ 𝜀𝑛 = 0. 

We have that 

𝜀𝑛 =  𝑆𝑎𝑛+1 − 𝑇𝑏𝑛   

    ≤  𝑆𝑎𝑛+1 − 𝑢∗ +  𝑇𝑏𝑛 − 𝑢∗  

    ≤  𝑆𝑎𝑛+1 − 𝑢∗ + 𝛿 𝑆𝑏𝑛 − 𝑢∗  

    =  𝑆𝑎𝑛+1 − 𝑢∗ + 𝛿  1 − 𝛽𝑛 𝑇𝑎𝑛 + 𝛽𝑛𝑇𝑐𝑛 − 𝑢∗  

    ≤  𝑆𝑎𝑛+1 − 𝑢∗ + 𝛿 1 − 𝛽𝑛  𝑇𝑎𝑛 − 𝑢∗ +
𝛿𝛽𝑛 𝑇𝑐𝑛 − 𝑢∗  

    ≤  𝑆𝑎𝑛+1 − 𝑢∗ +  1 − 𝛽𝑛 𝛿
2 𝑆𝑎𝑛 − 𝑢∗ +

𝛽𝑛𝛿
2 𝑆𝑐𝑛 − 𝑢∗  

    =  𝑆𝑎𝑛+1 − 𝑢∗ +  1 − 𝛽𝑛 𝛿
2 𝑆𝑎𝑛 − 𝑢∗  

       +𝛽𝑛𝛿
2  1 − 𝛾𝑛 𝑆𝑎𝑛 + 𝛾𝑛𝑇𝑎𝑛 − 𝑢∗  

    ≤  𝑆𝑎𝑛+1 − 𝑢∗ +  1 − 𝛽𝑛 𝛿
2 𝑆𝑎𝑛 − 𝑢∗   

        +𝛽𝑛𝛿
2 1 − 𝛾𝑛  𝑆𝑎𝑛 − 𝑢∗ + 𝛽𝑛𝛾𝑛𝛿

2 𝑇𝑎𝑛 − 𝑢∗   

     ≤  𝑆𝑎𝑛+1 − 𝑢∗ +  1 − 𝛽𝑛𝛾𝑛 𝛿
2 𝑆𝑎𝑛 − 𝑢∗ +

𝛽𝑛𝛾𝑛𝛿
3 𝑆𝑎𝑛 − 𝑢∗  

     =  𝑆𝑎𝑛+1 − 𝑢∗ + 𝛿2 1 − 𝛽𝑛𝛾𝑛 1 − 𝛿   𝑆𝑎𝑛 − 𝑢∗   

By taking 𝑛 goes to infinity we get: 

lim𝑛→∞ 𝜀𝑛 = lim𝑛→∞ 𝑆𝑎𝑛+1 − 𝑇𝑏𝑛 = 0. Then the 

Jungck-Picard-S iterative scheme (1.1) is stable with 

respect to  𝑆, 𝑇 . 

3. Data Dependence  
 

In the following theorem, we establish data dependence 

result of Jungck-Picard-S iterative scheme but first we need 

the following definition. 

 

Definition (3.1) [3]: 

Let 𝑋  be a Banach space,  𝑆, 𝑇 ,  𝑆 , 𝑇  : 𝑋 → 𝑋  be self 

mappings on 𝑋  such that 𝑇 𝑋 ⊆ 𝑆 𝑋  and 𝑇  𝑋 ⊆ 𝑆  𝑋 . 

We say that the pair  𝑆 , 𝑇   is an approximate mapping pair 

of  𝑆, 𝑇  if for all 𝑥 ∈ 𝑋 and for fixed 𝜀1 > 0 and 𝜀2 > 0, we 

have 

 𝑇𝑥 − 𝑇 𝑥 ≤ 𝜀1,  𝑆𝑥 − 𝑆 𝑥 ≤ 𝜀2       (3.1) 

 

Lemma (3.2), [11]: 

Let  𝑎𝑛  𝑛=1
∞  be a nonnegative sequence for which one 

assumes there exists 𝑛1ℕ, such that for all n≥𝑛1 one has 

satisfied the inequality 

𝑎𝑛+1 ≤ (1 − 𝜆𝑛)𝑎𝑛 + 𝜆𝑛𝜌𝑛  

where 𝜆𝑛(0,1), for all nℕ,   𝜆𝑛 = ∞∞
𝑛=1  and 𝜌𝑛 ≥ 0, for 

all nℕ. Then the following inequality holds 

lim
𝑛∞

𝑠𝑢𝑝𝑎𝑛 ≤ lim
𝑛∞

𝑠𝑢𝑝𝜌𝑛  

Theorem (3.3): 

Let 𝑋  be a Banach space and  𝑆 , 𝑇  : 𝑋 → 𝑋 , be an 

approximate mapping of the pair  𝑆, 𝑇 : 𝑋 → 𝑋  satisfying 

Jungck-contraction condition (1.2). Let 𝑧 ∈ 𝐶 𝑆, 𝑇  and 

 𝑧 ∈ 𝐶 𝑆 , 𝑇   be the coincidence points of 𝑆, 𝑇  and 𝑆 , 𝑇  

respectively that is 𝑆𝑧 = 𝑇𝑧 = 𝑢∗  and 𝑆 𝑧 = 𝑇 𝑧 = 𝑢 ∗ . Let 
 𝑆𝑥𝑛  𝑛=1

∞  be the Jungck-Picard-S iterative scheme generated 

by (1.1) with  

1) 
1

2
< 𝛽𝑛𝛾𝑛  for all  𝑛 ∈ ℕ. 

2)  𝛽𝑛𝛾𝑛
∞
𝑛=1 = ∞. 

 

Let  𝑆 𝑥 𝑛  𝑛=1

∞
 be a sequence defined by 

𝑥 1 ∈ 𝑋  

𝑆 𝑥 𝑛+1 = 𝑇 𝑦 𝑛     

𝑆 𝑦 𝑛 =  1 − 𝛽𝑛 𝑇 𝑥𝑛 + 𝛽𝑛𝑇 𝑧 𝑛   

𝑆 𝑧 𝑛 =  1 − 𝛾𝑛 𝑆 𝑥 𝑛 + 𝛾𝑛𝑇 𝑥 𝑛 , 𝑛 ∈ ℕ          (3.2) 

Assume that  𝑆𝑥𝑛  𝑛=1
∞  and  𝑆 𝑥 𝑛  

𝑛=1

∞
 converges to 𝑢∗ and 𝑢 ∗ 

respectively.  

Then we have  

 𝑢∗ − 𝑢 ∗ ≤
5 𝜀1 + 𝜀2  

1 − 𝛿
 

Proof: It follows from Jungck-Picard-S iteration (1.1) and 

Jungck-contraction condition (1.2), (3.1) and (3.2) that 

 𝑆𝑥𝑛+1 − 𝑆 𝑥 𝑛+1 =  𝑇𝑦𝑛 − 𝑇 𝑦 𝑛  

                              =  𝑇𝑦𝑛 − 𝑇𝑦 𝑛 + 𝑇𝑦 𝑛 − 𝑇 𝑦 𝑛  

                              ≤  𝑇𝑦𝑛 − 𝑇𝑦 𝑛 +  𝑇𝑦 𝑛 − 𝑇 𝑦 𝑛  

 

Thus 

 𝑆𝑥𝑛+1 − 𝑆 𝑥 𝑛+1 ≤ 𝜀1 + 𝛿 𝑆𝑦𝑛 − 𝑆𝑦 𝑛   

       ≤ 𝜀1 + 𝛿 𝑆𝑦𝑛 − 𝑆 𝑦 𝑛 + 𝑆 𝑦 𝑛 − 𝑆𝑦 𝑛  

       ≤ 𝜀1 + 𝛿 𝑆𝑦𝑛 − 𝑆 𝑦 𝑛 + 𝛿 𝑆 𝑦 𝑛 − 𝑆𝑦 𝑛  

        ≤ 𝜀1 + 𝛿𝜀2 + 𝛿 𝑆𝑦𝑛 − 𝑆 𝑦 𝑛                               (3.3) 
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But 

 𝑆𝑦𝑛 − 𝑆 𝑦 𝑛 =   1 − 𝛽𝑛 𝑇𝑥𝑛 + 𝛽𝑛𝑇𝑧𝑛 −  1 − 𝛽𝑛 𝑇 𝑥 𝑛 +

𝛽𝑛𝑇𝑧𝑛  

  ≤  1 − 𝛽𝑛  𝑇𝑥𝑛 − 𝑇 𝑥 𝑛 + 𝛽𝑛 𝑇𝑧𝑛 − 𝑇 𝑧 𝑛           (3.4) 

 

Substitute (3.4) in (3.3) we get: 

 𝑆𝑥𝑛+1 − 𝑆 𝑥 𝑛+1 ≤ 𝜀1 + 𝛿𝜀2 + 𝛿 1 − 𝛽𝑛  𝑇𝑥𝑛 − 𝑇 𝑥 𝑛   

       + 𝛿𝛽𝑛 𝑇𝑧𝑛 − 𝑇 𝑧 𝑛  

       = 𝜀1 + 𝛿𝜀2 + 𝛿 1 − 𝛽𝑛  𝑇𝑥𝑛 − 𝑇𝑥 𝑛 + 𝑇𝑥 𝑛 − 𝑇 𝑥 𝑛  

       + 𝛿𝛽𝑛 𝑇𝑧𝑛 − 𝑇𝑧 𝑛 + 𝑇𝑧 𝑛 − 𝑇 𝑧 𝑛  

       ≤ 𝜀1 + 𝛿𝜀2 + 𝛿 1 − 𝛽𝑛  𝑇𝑥𝑛 − 𝑇𝑥 𝑛   

      +𝛿 1 − 𝛽𝑛  𝑇𝑥 𝑛 − 𝑇 𝑥 𝑛 +  𝛿𝛽𝑛 𝑇𝑧𝑛 − 𝑇𝑧 𝑛  

      + 𝛿𝛽𝑛 𝑇𝑧 𝑛 − 𝑇 𝑧 𝑛  

      ≤ 𝜀1 + 𝛿𝜀2 + 𝛿 1 − 𝛽𝑛 𝜀1 + 𝛿2 1 − 𝛽𝑛  𝑆𝑥𝑛 − 𝑆𝑥 𝑛  

      +𝛽𝑛𝛿𝜀1 + 𝛽𝑛𝛿
2 𝑆𝑧𝑛 − 𝑆𝑧 𝑛  

      = 𝜀1 1 + 𝛿 + 𝛿𝜀2  

      +𝛿2 1 − 𝛽𝑛  𝑆𝑥𝑛 − 𝑆 𝑥 𝑛 + 𝑆 𝑥 𝑛 − 𝑆𝑥 𝑛  

      +𝛽𝑛𝛿
2 𝑆𝑧𝑛 − 𝑆 𝑧 𝑛 + 𝑆 𝑧 𝑛 − 𝑆𝑧 𝑛  

 

Therefore 

 𝑆𝑥𝑛+1 − 𝑆 𝑥 𝑛+1 ≤ 𝜀1 1 + 𝛿 + 𝛿𝜀2 + 𝛿2 1 − 𝛽𝑛  𝑆𝑥𝑛 − 𝑆 𝑥 𝑛   

 +𝛿2 1 − 𝛽𝑛  𝑆 𝑥 𝑛 − 𝑆𝑥 𝑛 + 𝛽𝑛𝛿
2 𝑆𝑧𝑛 − 𝑆 𝑧 𝑛  

 +𝛽𝑛𝛿
2 𝑆 𝑧 𝑛 − 𝑆𝑧 𝑛  

 ≤ 𝜀1 1 + 𝛿 + 𝛿𝜀2 + 𝛿2 1 − 𝛽𝑛 𝜀2 + 𝛽𝑛𝛿
2𝜀2 

 +𝛿2 1 − 𝛽𝑛  𝑆𝑥𝑛 − 𝑆 𝑥 𝑛 + 𝛽𝑛𝛿
2 𝑆𝑧𝑛 − 𝑆 𝑧 𝑛  

 = 𝜀1 1 + 𝛿 + 𝛿 1 + 𝛿 𝜀2 

 +𝛿2 1 − 𝛽𝑛  𝑆𝑥𝑛 − 𝑆 𝑥 𝑛 + 𝛽𝑛𝛿
2 𝑆𝑧𝑛 − 𝑆 𝑧 𝑛  (3.5) 

 

But  

 𝑆𝑧𝑛 − 𝑆 𝑧 𝑛 =   1 − 𝛾𝑛 𝑆𝑥𝑛 + 𝛾𝑛𝑇𝑥𝑛 −  1 − 𝛾𝑛 𝑆 𝑥 𝑛 + 𝛾𝑛𝑇 𝑥 𝑛   

 ≤  1 − 𝛾𝑛  𝑆𝑥𝑛 − 𝑆 𝑥 𝑛 + 𝛾𝑛 𝑇𝑥𝑛 − 𝑇 𝑥 𝑛  

 =  1 − 𝛾𝑛  𝑆𝑥𝑛 − 𝑆 𝑥 𝑛 + 𝛾𝑛 𝑇𝑥𝑛 − 𝑇𝑥 𝑛 + 𝑇𝑥 𝑛 − 𝑇 𝑥 𝑛  

 ≤  1 − 𝛾𝑛  𝑆𝑥𝑛 − 𝑆 𝑥 𝑛 + 𝛾𝑛 𝑇𝑥𝑛 − 𝑇𝑥 𝑛   

 +𝛾𝑛 𝑇𝑥 𝑛 − 𝑇 𝑥 𝑛   

 ≤  1 − 𝛾𝑛  𝑆𝑥𝑛 − 𝑆 𝑥 𝑛 + 𝛾𝑛𝜀1 + 𝛾𝑛𝛿 𝑆𝑥𝑛 − 𝑆𝑥 𝑛  

 =  1 − 𝛾𝑛  𝑆𝑥𝑛 − 𝑆 𝑥 𝑛 + 𝛾𝑛𝜀1   

 +𝛾𝑛𝛿 𝑆𝑥𝑛 − 𝑆 𝑥 𝑛 + 𝑆 𝑥 𝑛 − 𝑆𝑥 𝑛  

 ≤  1 − 𝛾𝑛  𝑆𝑥𝑛 − 𝑆 𝑥 𝑛 + 𝛾𝑛𝜀1 

 +𝛾𝑛𝛿 𝑆𝑥𝑛 − 𝑆 𝑥 𝑛 + 𝛾𝑛𝛿 𝑆 𝑥 𝑛 − 𝑆𝑥 𝑛  

 ≤  1 − 𝛾𝑛 1 − 𝛿   𝑆𝑥𝑛 − 𝑆 𝑥 𝑛 + 𝛾𝑛𝜀1 + 𝛾𝑛𝛿𝜀2  (3.6) 

 

Substituting (3.6) in (3.5), we obtain: 

 𝑆𝑥𝑛+1 − 𝑆 𝑥 𝑛+1 ≤ 𝜀1 1 + 𝛿 + 𝛿 1 + 𝛿 𝜀2  

 +𝛿2 1 − 𝛽𝑛  𝑆𝑥𝑛 − 𝑆 𝑥 𝑛  

 +𝛽𝑛𝛿
2 𝛾𝑛𝜀1 + 𝛾𝑛𝛿𝜀2 +  1 − 𝛾𝑛 1 − 𝛿   𝑆𝑥𝑛 − 𝑆 𝑥 𝑛   

 = 𝛿2 1 − 𝛽𝑛𝛾𝑛 1 − 𝛿   𝑆𝑥𝑛 − 𝑆 𝑥 𝑛  

 + 1 + 𝛿 + 𝛽𝑛𝛾𝑛𝛿
2 𝜀1 + 𝛿 1 + 𝛿 + 𝛽𝑛𝛾𝑛𝛿

2 𝜀2 

 ≤  1 − 𝛽𝑛𝛾𝑛 1 − 𝛿   𝑆𝑥𝑛 − 𝑆 𝑥 𝑛  

 + 1 + 𝛿 + 𝛽𝑛𝛾𝑛𝛿
2 𝜀1 

                                +𝛿 1 + 𝛿 + 𝛽𝑛𝛾𝑛𝛿 𝜀2            (3.7) 

Since 𝛽𝑛 , 𝛾𝑛  [0,1] and 
1

2
< 𝛽𝑛𝛾𝑛  for all  𝑛 ∈ ℕ and using of 

the fact 𝛿 ∈  0,1 in (3.7)  

Yields: 

 𝑆𝑥𝑛+1 − 𝑆 𝑥 𝑛+1 ≤  1 − 𝛽𝑛𝛾𝑛 1 − 𝛿   𝑆𝑥𝑛 − 𝑆 𝑥 𝑛   

                                 +𝛽𝑛𝛾𝑛 1 − 𝛿  
5 𝜀1+𝜀2   

1−𝛿
             (3.8) 

Put 

𝑎𝑛 =  𝑆𝑥𝑛 − 𝑆 𝑥 𝑛  

𝜆𝑛 = 𝛽𝑛𝛾𝑛 1 − 𝛿 ∈  0,1  

𝜌𝑛 =
5 𝜀1 + 𝜀2  

1 − 𝛿
 

Hence, the inequality (3.8)perform all assumptions in lemma 

(3.2) and thus an application of lemma (3.2) to (3.8)yields 

0 ≤ lim𝑛→∞ 𝑠𝑢𝑝 𝑆𝑥𝑛 − 𝑆 𝑥 𝑛   

    ≤ lim𝑛→∞ 𝑠𝑢𝑝
5 𝜀1+𝜀2   

1−𝛿
  

 

Since lim𝑛→∞𝑆 𝑥𝑛 = 𝑢∗ and lim𝑛→∞ 𝑆 𝑥 𝑛 = 𝑢 ∗, then 

 𝑢∗ − 𝑢 ∗ ≤
5 𝜀1 + 𝜀2  

1 − 𝛿
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