Finding the Expected Probability of Maximum Temperature and Forecast of the City Baghdad in the Winter using Generalized Weibull Distribution
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Abstract: The study was an application on Weibull distribution Probability of maximum temperature degrees and rains data for city of Baghdad during (2000-2010) for ten years taken from Meteorological Network of Iraqi Ministry of Agriculture. The results indicated to the possibility of using the generalized Weibull distribution in finding the expected Probability of the maximum temperature degrees and forecast possibility.
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1. Introduction

The estimated Probability Weibull distribution can be used in forecasting the expected Probability of Meteorology and its future directions for Baghdad city with comparing the actual and estimated data especially Weibull distribution (with negative torsion), in 1990 Al. Baidhen F. A has find an alternative form to distribute Weibull, called it generalized Weibull distribution to exceed its indicator value and suggest a new form least squares method (OLS) which its parameter value was (3.6). Since Probability generalized Weibull distribution insure its effectiveness in estimating, therefore, our research focused on theoretical and applied knowledge for estimating methods of parameters distribution and its affectedness and the possibility of expected Probability for Meteorology and the future directions of Baghdad city with the possibility of comparing between its actual and estimated data.

2. The Research Hypothesis will be

1) The convenient of maximum temperature degrees data and estimated rains amounts to distribute generalized Weibull with two parameter.
2) Identification of the real and estimated values through Probability Weibull distribution.

2.1 Weibull distribution:

The random variable (X) which subject to Weibull distribution in three indicators (k, λ, θ). k(Shape Parameter, λ represents Scale Parameter indicator and θ represents Location Parameter, provided that (k< 0),(λ>0) ,θ(is a real number), therefore the density follower will be as following:

\[ f(x) = \begin{cases} 0 & \text{if } x \leq 0 \\ \frac{k}{\lambda} \left(\frac{x}{\lambda}\right)^{k-1} e^{-\left(\frac{x}{\lambda}\right)^k} & \text{if } x > 0 \end{cases} \]  \tag{1}

We put \( \beta = k \) \( \left(\frac{x}{\lambda}\right) ^{k-1} \) and \( \gamma = \frac{x}{\lambda} \)

We can write the relation as:

\[ f(x) = \frac{k}{\beta} \left(\frac{x}{\beta}\right)^{k-1} e^{-\left(\frac{x}{\beta}\right)^k} \]  \tag{1}

Where \( f(x) \) is the density function of Weibull distribution (shape 1).

2.1.1 Function density distribution Weibull

Depending on Weibull distribution follower the intensity as in shape (1), we will have generalized Weibull distribution and schedule of its distribution followers, where these schedules with the same indicators that previously mentioned, because according to the following theory the random variable (x) subjects to Weibull distribution with the parameters(k, λ, θ) as it subject to the random variable (x) for Weibull distribution γ=(X/λ)k for generalized Weibull distribution so the expected value and variance for this distribution.

Figure 1: Continued (function) density distribution Weibull

Placing in relation 1 graphic of density symmetrical and frequent of Weibull distribution to be (θ = 0) (λ = 1) for different values of (k) between (3, 0.5) as follows The shape is density function of Weibull distribution (shape 1).

Figure 1: Continued (function) density distribution Weibull
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\[
\mu = E(X) = \gamma \left( \frac{1}{k} + 1 \right) \ldots \ldots \ldots \ldots \ldots (3)
\]
\[
\sigma^2 = \beta^2(x) = \gamma^2 \left( \frac{2}{k} + 1 \right) - \gamma^2 \left( \frac{1}{k} + 1 \right) \ldots \ldots \ldots \ldots \ldots \ldots (4)
\]

\(\Gamma\) Continued distribution of the Gama
\[
\Gamma(1)=1
\]
\[
\Gamma(1/2)=\sqrt{\pi}
\]
\[
\Gamma(\text{x})=x^{-1}\Gamma(\text{x}-1)
\]

When \((\theta = 1)\) Weibull distribution with two parameter

Density function as

\[
f(x) = \left\{ \begin{array}{ll}
\frac{1}{\lambda}x^{k-1}e^{-\left(\frac{x}{\lambda}\right)^k} & \text{for } x \geq 0 \\
0 & \text{for } x < 0
\end{array} \right.
\]

Then we get a special form for Weibull distribution when \((\theta = 0)\) and \((K = 1)\) and \(\lambda = (1/x)\) because Weibull distribution connecting to three parameter beside the Exponential distribution.

and its density function as

\[
f(x) = \left\{ \begin{array}{ll}
0 & \text{for } x \leq 0 \\
1/k \cdot x^{-1} \cdot e^{-\left(\frac{x}{\lambda}\right)^k} & \text{for } x > 0
\end{array} \right.
\]

that its expected value and Variance as that its

\[
\mu = E(X) = \frac{1}{k} \quad \sigma^2 = \beta^2(x) = \frac{1}{k^2}
\]

Then when \((k = 1)\) Weibull distribution with two parameter will transferred to Exponential distribution.

\[
f(x) = \frac{1}{\lambda}e^{-\left(\frac{x}{\lambda}\right)}
\]

and its density function as

\[
H(t) = \frac{1}{\bar{\beta}} \exp \left[ \frac{t - \beta}{\bar{\beta}} \right]
\]

2.2 Liner Estimation

\(T\) would be random variable subject to generalized Weibull distribution with two parameter according to the relation (10)

\[
F(t; \theta, \beta) = 1 - \exp \left[ -\exp \left( \frac{t - \beta}{\theta} \right) \right] \quad k = 0
\]

\((t_1, t_2, \ldots, t_n)\) let them be the data which subject to generalized Weibull distribution with two parameter hen we can estimate its indicator as following (8)[2]

\[
\hat{\theta} = \sum_{i=1}^{n} \frac{C_i t_i}{\hat{\beta}} \quad \hat{\beta} = \sum_{i=1}^{n} a_i t_i \quad (i = 1, 2, \ldots, n)
\]

Since \(i\) is \((1, 2, \ldots, b)\) ci ai liner weighting faction, therefore we write the mathematical relation for the reversed function of generalized Weibull distribution with two parameter as.[7]

\[
t_{ij} = \beta + \theta X_{ij}
\]

knowing that;

\[
X_{ip} = \ln \left( -\ln \left( 1 - p \right) \right)
\]

Then we can find the value of both \(\theta\) and \(\beta\) as they represent the inclination and the volunteer in regression equation (15). Through several methods, we can estimate two indicators generalized Weibull distribution but we will only use Wight method here which based on regression analyses theory, through converting the ofCumulative distribution function the relation (15),To formula Simple Linear Regression Model.

\[
f(t; \theta, \beta) = 1 - \exp \left[ -\exp \left( \frac{t - \beta}{\theta} \right) \right]
\]

Or to write

\[
1 - f(t; \theta, \beta) = \exp \left[ -\exp \left( \frac{t - \beta}{\theta} \right) \right]
\]

by using the above function logarithm twice in order

\[
\ln \left( -\ln \left[ 1 - f(t; \theta, \beta) \right] \right) = \frac{t - \beta}{\theta}
\]

to \((t_0 \ldots, t_1 > t_2 > t_i)\) which is an arrange observations for specific random sample its size is \(n\). When we right the
previous relation, after taking the logarithm twice as follows:[5]

\[
\ln[-\ln(1 - f(t; \beta, \theta))] = \frac{t - \beta}{\theta}
\]

Such as

\[
t(f) = \beta + \ln[-\ln(1 - f)]
\]

if we put \( \hat{y} \) instead of \( \ln[-\ln(1 - f)] \) and \( y_i \) instead of \( t(f) \) when linear regression equation became as follows in

\[
y_i = \beta + \theta X_i \quad \text{.........}(16)
\]

That is, since \( \hat{f} \) is a point for \( f(t; \beta, \theta) \) which is fund through one of the following ways.

\[
1 - \hat{f} = \frac{-1}{n + \frac{j}{i}}
\]

\[
2 - \hat{f} = \frac{n + \frac{j}{i}}{\frac{9.89}{a}}
\]

\[
3 - \hat{f} = \frac{n}{\frac{0.5}{i}}
\]

To aim estimate generalized Weibull distribution two parameter according to Wight method by using least squares method the amount shall be,

\[
G(\beta, \theta) = \sum_{i=1}^{n} tf_i(\beta) - \theta \ln[\ln(1 - \hat{f})]
\]

so we get above invariables regression equation by applying the following relation

\[
\hat{\beta} = \frac{\sum_{i=1}^{n} (Y_i - \hat{Y})}{\sum_{i=1}^{n} X_i - \bar{X}}
\]

\[
\hat{\theta} = \frac{\sum_{i=1}^{n} Y_i}{n}
\]

That is

\[
\bar{X} = \frac{\sum_{i=1}^{n} X_i}{n}
\]

\[
\bar{Y} = \frac{\sum_{i=1}^{n} Y_i}{n}
\]

which represents values average of observations studied phenomenon which organized ascending

\[ x = -\ln[-\ln(1 - \hat{f})] \]

\[
\hat{\beta} = \frac{i - 0.5}{n}
\]

We can get it through estimating the first rank of Taylor serial of ascending organized data.

\[
Z_i = \ln[\ln(\bar{P}_i)]
\]

\[
i \bar{P} = \beta + \frac{\varepsilon_2}{\bar{\theta}}
\]

\[
\bar{\theta} = \frac{1}{\frac{\partial Z_i}{\partial \theta}} = \frac{1}{\varepsilon_2}
\]

\[
f(\alpha + h) = f(\alpha) + h f'(\alpha) + h^2 f''(\alpha)
\]

\[
f(\alpha) = \beta_i + \theta_i Z_i
\]

\[
F(\alpha) = \beta_i + \theta_i Z_i
\]

\[
E(t_i) = \beta_i + \theta_i Z_i \quad \text{with} \quad \theta_i = \frac{\varepsilon_{ij}}{\varepsilon_2} Z_i + (\beta_i + \theta_i) Z_i
\]

\[
E(t_i) = \beta_i + \theta_i Z_i \quad \text{with} \quad \theta_i = \frac{\varepsilon_{ij}}{\varepsilon_2} Z_i + (\beta_i + \theta_i) Z_i
\]

\[
E(t_i) = \beta + \theta Z_i
\]

We can get it by using OLS method (which based on matrices). Estimating parameter generalized Weibull distribution, where the values will be extracted \((0, \beta)\) from the following equation[6]

\[
[\beta, \theta] = \left(\frac{1}{\bar{\theta}} \frac{1}{\varepsilon_2} \right) \bar{Z}_{1, n} \quad \text{.........}(18)
\]

That is

\[
H = \begin{bmatrix}
1 & Z_1 \\
1 & Z_2 \\
1 & Z_n
\end{bmatrix}
\]

In order to know the data relevance of any studied phenomenon of generalized Weibull distribution, it is possible to subject these data to suitable relevance test based on values schedule for Weibull distribution with two parameter and extreme value distribution. It is possible to reach to \(A^2 n\) schedule of distribution by the following[2],[9]

\[
F(t; \beta, \theta) = 1 - \exp\left[-\exp\left(-\frac{t - \beta}{\theta}\right)\right]
\]

Assuming that

\[
Z_i = -\exp\left(-\frac{t - \beta}{\theta}\right)
\]

this imposes in the equation (19) to have the relation

\[
\hat{f}(t; \beta, \theta) = 1 - \exp(\varepsilon_1)
\]

therefore, we will reach to schedule of distribution with two parameter by applying

\[
\hat{A}_i^2 = n - 2 \sum_{i=1}^{n} \ln(f_i) + (1 - \hat{P}_i) \ln(1 - f_i) \quad \text{(20)}
\]

That is

\[
\hat{P}_i = \frac{t - 0.5}{n} \quad t = 1, 2, 3, ..., n
\]

3. The Practical Application

3.1 Introduction

This study focuses on maximum temperature degrees and rains amounts in Baghdad during ten years (2000-2010), In the winter months \(\beta\) based on Meteorological Network of Iraqi Ministry of Agriculture. By taking Weibull distribution and estimate its parameter by using minimum squares method in finding the probability Expected for maximum temperature degrees and rains amounts schedule and we used the data of monthly averages for each maximum temperature degree and rains amounts in Baghdad in Winter (December, January, February) during the study period from Meteorological Network of Iraqi Ministry of Agriculture, we reached the below listed data in table (1) as follows:

<table>
<thead>
<tr>
<th>Rain Amounts</th>
<th>Maximum Temperature Degrees</th>
</tr>
</thead>
<tbody>
<tr>
<td>12.5</td>
<td>8.60</td>
</tr>
<tr>
<td>18.9</td>
<td>9.34</td>
</tr>
<tr>
<td>20.1</td>
<td>9.52</td>
</tr>
<tr>
<td>21.0</td>
<td>10.53</td>
</tr>
<tr>
<td>21.7</td>
<td>12.65</td>
</tr>
<tr>
<td>29.5</td>
<td>12.75</td>
</tr>
<tr>
<td>35.5</td>
<td>13.85</td>
</tr>
<tr>
<td>34.7</td>
<td>14.87</td>
</tr>
<tr>
<td>50.7</td>
<td>14.53</td>
</tr>
<tr>
<td>80.9</td>
<td>15.13</td>
</tr>
</tbody>
</table>

According to the aforementioned in the theoretical side of generalized Weibull distribution and estimating its parameter based on minimum squares method, depending on
the statistical program (STATGRAPHICS). After Ascending ordering of the data regarding maximum temperature degree and rains amounts in Baghdad in winter (2000 – 2010) as shown in the table No. 1. We distributed generalized Weibull with two parameters \( \beta, \theta \) for these data by applying the relation (17), relation (16) that we get as following:

Table 2: show the estimated values for generalized Weibull distribution two parameters

<table>
<thead>
<tr>
<th>parameter</th>
<th>rains amounts</th>
<th>maximum temperature degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta )</td>
<td>40.053</td>
<td>12.23</td>
</tr>
<tr>
<td>( \theta )</td>
<td>10.90</td>
<td>5.01</td>
</tr>
</tbody>
</table>

and through using n Anderson Darling test according to relation (19), if accounted to confirm the relevance of maximum temperature degree and rains amounts according to the estimated values in table No.2 of Weibull distribution with two parameter. Where value for the temperature (0.52) while its value for rains (1.005). by comparing these values with the table value at level \( \alpha= (0.05) \) which equals to (0.677), we accept the accounted maximum temperature degree data less than its table value. This means that data disrupted generalized Weibull distribution with two parameter. While we don’t accept rains amounts data because accounted value larger than table value, it won’t distributed as generalized Weibull distribution with two parameter through applying the relation (15) on each maximum temperature average and rains amount average which is estimated to know the accuracy of minimum squares method in estimating two generalized Weibull distribution indicators. We reach to the stated in table No. 3.

Table 3: show the estimated values for maximum temperature and rains amount estimated values of rains

<table>
<thead>
<tr>
<th>estimated values of rains</th>
<th>estimated values of temperature degrees</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.32</td>
<td>9.4</td>
</tr>
<tr>
<td>11.45</td>
<td>10.4</td>
</tr>
<tr>
<td>15.4</td>
<td>10.5</td>
</tr>
<tr>
<td>19.1</td>
<td>11.6</td>
</tr>
</tbody>
</table>

From table (1) and (3) the real values approach from estimated values of temperature degrees because the data of generalized Weibull will be distributed and real values will not approach the estimated values of rains amounts because the rains do not distributed as Weibull distribution. We also find the expected probability to achieve maximum temperature average during N year depending on applying the relation 15 and the estimated values \( \beta, \theta \) for maximum temperature average given in table No. 2

\[
G=1-[-f(t)]^\beta
\]

for example if the maximum temperature for winter in Baghdad was (8.01) then

\[
F(t) = 0.0055
\]

The probability of maximum temperature within two years is (0.01) and within 4 years is (0.3) and so the rest statistics. Upon to that, we found the expected for maximum probability temperatures according to the data shown in table no. 1 for N years that takes the statistics (2,4,6,8,10,12,14,16,18,20) as shown in the following table No. 4

4. Conclusion

We can use the linear regression in estimating parameter Wie bill generalized distribution marks for what it gives of reasonable results.

We can use Wie bill generalized distribution in forecasting, we recommend to use it in suitable natural phenomena for this distribution.

The ability to make continues surveys for the climate in Iraq in light of the common climate changes for surveying wetness, dust, global warming and etc.

Table 4: Shows the expected possibility of the maximum temperature for N years

<table>
<thead>
<tr>
<th>No.</th>
<th>Temp.</th>
<th>Year 2</th>
<th>Year 4</th>
<th>Year 6</th>
<th>Year 8</th>
<th>Year 10</th>
<th>Year 12</th>
<th>Year 14</th>
<th>Year 16</th>
<th>Year 18</th>
<th>Year 20</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9.03</td>
<td>0.01</td>
<td>0.3</td>
<td>0.05</td>
<td>0.06</td>
<td>0.07</td>
<td>0.09</td>
<td>0.11</td>
<td>0.12</td>
<td>0.13</td>
<td>0.14</td>
</tr>
<tr>
<td>2</td>
<td>10.13</td>
<td>0.3</td>
<td>0.54</td>
<td>0.65</td>
<td>0.66</td>
<td>0.67</td>
<td>0.69</td>
<td>0.75</td>
<td>0.78</td>
<td>0.82</td>
<td>0.81</td>
</tr>
<tr>
<td>3</td>
<td>10.02</td>
<td>0.4</td>
<td>0.53</td>
<td>0.64</td>
<td>0.67</td>
<td>0.68</td>
<td>0.69</td>
<td>0.72</td>
<td>0.79</td>
<td>0.84</td>
<td>0.85</td>
</tr>
<tr>
<td>4</td>
<td>12.3</td>
<td>0.46</td>
<td>0.61</td>
<td>0.75</td>
<td>0.77</td>
<td>0.78</td>
<td>0.79</td>
<td>0.81</td>
<td>0.83</td>
<td>0.84</td>
<td>0.85</td>
</tr>
<tr>
<td>5</td>
<td>12.4</td>
<td>0.47</td>
<td>0.60</td>
<td>0.74</td>
<td>0.78</td>
<td>0.79</td>
<td>0.81</td>
<td>0.82</td>
<td>0.84</td>
<td>0.85</td>
<td>0.86</td>
</tr>
<tr>
<td>6</td>
<td>12.6</td>
<td>0.47</td>
<td>0.74</td>
<td>0.73</td>
<td>0.79</td>
<td>0.81</td>
<td>0.82</td>
<td>0.84</td>
<td>0.85</td>
<td>0.91</td>
<td>0.95</td>
</tr>
<tr>
<td>7</td>
<td>13.30</td>
<td>0.50</td>
<td>0.75</td>
<td>0.71</td>
<td>0.81</td>
<td>0.83</td>
<td>0.84</td>
<td>0.85</td>
<td>0.95</td>
<td>0.94</td>
<td>0.96</td>
</tr>
<tr>
<td>8</td>
<td>13.40</td>
<td>0.52</td>
<td>0.86</td>
<td>0.87</td>
<td>0.88</td>
<td>0.89</td>
<td>0.91</td>
<td>0.92</td>
<td>0.94</td>
<td>0.94</td>
<td>0.96</td>
</tr>
<tr>
<td>9</td>
<td>14.50</td>
<td>0.61</td>
<td>0.84</td>
<td>0.85</td>
<td>0.89</td>
<td>0.89</td>
<td>0.89</td>
<td>0.89</td>
<td>0.94</td>
<td>0.95</td>
<td>0.96</td>
</tr>
<tr>
<td>10</td>
<td>15.6</td>
<td>0.69</td>
<td>0.81</td>
<td>0.83</td>
<td>0.89</td>
<td>0.89</td>
<td>0.89</td>
<td>0.89</td>
<td>0.89</td>
<td>0.89</td>
<td>0.89</td>
</tr>
</tbody>
</table>
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