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Abstract: This paper presents a novel technique for public-key encryption using matrices and complete random number generation. The key is encrypted on the client side and the decryption takes place subsequently on the server side. The key obtained through the method described in the paper uses mathematical operations to take care of pseudo randomness that is a characteristic of common cryptography paradigms but the conversion is efficient for a limited number of users taking part in the encrypted data transfer.
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1. Introduction

Asymmetric (or public) key cryptosystems use two different keys that are not feasibly derivable from one another, one for encryption and another for decryption. A person wishing to receive messages, generates a pair of corresponding encryption and decryption keys. The encryption key is made public, while the corresponding decryption key is kept secret. Anyone wishing to communicate with the receiver may encrypt a message using the receiver’s public key. Only the receiver can decrypt the message, since only he or she has the private key. Asymmetric key cryptosystems may also be used to provide for digital signatures, in which the sender encrypts a signature message using the sender’s private key. In turn, any other party can confirm that the signed message originated from the sender by decrypting the signed message with the corresponding public key. [8]. Encryption is the technique of converting information into a form that can be “hidden” in a manner such that no unauthorised third part has access to it.

One of the most important topics that encompasses public-key cryptography is the need for a secure and efficient data encryption and key generation algorithm which can be put to use for exchange of information.

The reason why algorithms like RSA work is because the algorithm used for encoding is efficient to such an extent that it renders decoding by an unauthorized third party infeasible in real time.

Random Number generation is one of the most indispensable part of network security as it plays an important role in key generation. It is mainly applied in cryptography in a manner such that either the key is a random number or is generated using a function by utilizing a series of random numbers.

Our methodology strives on the generation a unique key that can be used for the generation of an intermediate “sending matrix” that can in turn, be sent over a socket generated through java network programming to a server where the corresponding intermediate “sending” matrix is decoded and the plaintext obtained.

The purpose of this paper is to efficiently generate large nonsingular matrix (S, S⁻¹) pairs and permutation matrices over the binary field using short keys. The motivation of this work is to provide a solution to the long-key problem in algebraic-code cryptosystems. A special class of matrices which have exactly two 1’s in each row and each column is defined, and their properties are investigated to facilitate the construction of these algorithms. The time complexities of these algorithms are studied and found to have $O(n)$ n-bit word operations. [12]

Pseudo-Random numbers are generally achieved using a Pseudo-random number generator (PRNG), achieved by the linear feedback shift register and the linear convergence algorithm. [1][2][3].The essence of the first way is a linear transformation of the n-input and has a huge relevance even today. The second way has a high generation speed and a longer cycle of the output sequence, but its hardware implementation is very complicated and the safety performance is very poor.

Our method tends to move away from both these methods by utilizing the system date and time parameters (Hours, minutes, second and Day, Month, Year). This method offers a much more accurate randomness behaviour as compared to the generalized ways of producing random numbers which have considerable pseudo random behaviour associated with them.

2. Algorithm Components

Our methodology comprises of 4 main matrices-

- The chief text matrix
  This matrix represents the original plaintext that may be discretely chosen by the user or selected from a file. The text is converted into 3 x N matrix format by using the ASCII values for each of the characters appearing in the text. Here
N refers to the variable number of columns that may be generated during the conversion. The main reason for selecting ASCII encoding is the sole purpose of ease with which it can be handled in programming languages such as Java and C++.

For example, the text “quod erat demonstrandum.” would be represented as follows:

\[
\begin{bmatrix}
100 & 32 & 101 \\
114 & 97 & 116 \\
32 & 100 & 101 \\
109 & 111 & 110 \\
115 & 116 & 114 \\
97 & 110 & 100 \\
107 & 109 & 46
\end{bmatrix}
\]

Any unoccupied spaces occurring in the matrix would be padded by filling it in through the “space” character (ASCII value: 32) in order to ensure the 3 x N format.

3. Design and Implementation

The algorithm is implemented as follows -

The chief text matrix is generated by taking ASCII values for each of the characters present in the text and creating a 3 x N matrix.

Similarly, the key matrix is created from the intermediate key matrix and the derived key matrix through the methodology of using the Date and Time variables and then substituting the intermediate key matrix in equation (1) (Steps as already described in the section 2).

Now the final key matrix obtained is multiplied with the chief text matrix to obtain an intermediate sending matrix that contains the text message encoded.

The key matrix is now embedded into the intermediate sending matrix in the rows where the original matrix ends. This results in the formation of a 3 x (N+3) matrix which is ready for deployment over a network.

On the other side, the key matrix is first extracted from the sent matrix as information regarding its position is present with the receiving client already.

The inverse of the key matrix is then calculated and is further multiplied with the sent matrix (available after extraction of the key matrix) to obtain the decoded matrix.

3.1 System Specifications

The algorithm was implemented on a system with the following specifications -

RAM: 6 GB
PROCESSOR: Intel® Core™ i5-3210M CPU @2.50GHz
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3.2 Equations Utilized

The elliptic curve adaptation of the Diffie-Hellman exchange is known as elliptic curve Diffie-Hellman (ECDH.) exchange. The requirement of the two parties involved in an ECDH exchange is that, they share the same curve parameters and a generating base point prior to the start of communication. [4]

\[ y^2 = x^3 + ax^2 + bx \]  (2)

This refers to the prime equation being used in elliptical key cryptography. Our method does make use of the equation but not in the way it has been defined in the traditional sense. Our methodology makes use of a variant of this equation for increasing the size as well as the complexity of our key matrix.

4. Algorithm Analysis

Our algorithm focuses on point-to-point message transfer between two clients joined together by a network. The analysis of the algorithm was performed along with one of the related works, RSA that is one of the major algorithms being used in world today. [5].The comparison with RSA is only limited to the strength of its encryption technique and the processing time.

Table 1: Comparison between our approach and RSA

<table>
<thead>
<tr>
<th>Features</th>
<th>Our algorithm</th>
<th>RSA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Key</td>
<td>Same key is used for encryption and decryption</td>
<td>Different keys are used for encryption and decryption</td>
</tr>
<tr>
<td>Scalability</td>
<td>Not Scalable</td>
<td>Not Scalable</td>
</tr>
<tr>
<td>Avalanche Effect</td>
<td>Higher because of high randomness</td>
<td>High</td>
</tr>
<tr>
<td>Power Consumption</td>
<td>Low because of ( O(n^2) ) space and time complexity.</td>
<td>Very High</td>
</tr>
<tr>
<td>Confidentiality</td>
<td>Lower because of the need for positioning of the key in the sent matrix to be already present in with the receiver.</td>
<td>Low</td>
</tr>
</tbody>
</table>

Some of the tests that we performed on RSA by taking different values of the prime numbers \( p_1 \) and \( p_2 \)(considering only the prime numbers that were large enough for execution) that form an integral part of the algorithm were as follows –

Table 2: Analysis of RSA algorithm

<table>
<thead>
<tr>
<th></th>
<th>P1</th>
<th>P2</th>
</tr>
</thead>
<tbody>
<tr>
<td>24001</td>
<td>24019</td>
<td>5 min 43 sec</td>
</tr>
<tr>
<td>29197</td>
<td>242013</td>
<td>2 min 27 sec</td>
</tr>
<tr>
<td>25414</td>
<td>25801</td>
<td>1 min 8 sec</td>
</tr>
<tr>
<td>25919</td>
<td>25999</td>
<td>2 min 40 sec</td>
</tr>
<tr>
<td>10739</td>
<td>10733</td>
<td>1 min 28 sec</td>
</tr>
</tbody>
</table>

As is projected by our analysis of the execution time of our algorithm, provided that the key is present with the receiver the execution time of our algorithm is comparatively low, and also offers high security because if the key is not present with the receiver and in case the message is trapped by the third party, it takes high resource consumption and large brute force attack times in order to find the plaintext, that too not completely accurate.

5. Conclusion

Our algorithm offers high usability despite its lack of scalability and low confidentiality. If exploited well, it could easily be used for providing high security over web sessions as well as during multiple client information exchange. The security service offered by the algorithm is high and the encrypted message cannot be easily decrypted in the absence of the key.

6. Future Work

There are several areas where the algorithm can be improved in order to enhance its security, processing time and security. A system that we are currently working on will remove the need for the information about the positioning of the key matrix in the sent matrix to be already present with the receiver. This method involves including randomness in the position of the key matrix within the sent matrix itself so as
to introduce more security. The matrix that will be sent to the user would then include the row and column positions of the key which could then be extracted. The scalability of the matrix also needs to be worked upon so that the size of the key varies with the text that is to be sent.

References


[5] Dr Sudesh Jakhar, Aman Kmar, Mr Sunil Makkar, “Comparative Analysis between DES and RSA Algorithm”.


