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Abstract: Evolutionary Programming is an algorithm which uses natural selection of the fittest. In Classical Evolutionary Programming (CEP) uses Gaussian mutation. CEP is better at search in a small local neighborhood. It offers the best results for the unimodal and multimodal functions with only a few local minima. On the other hand, Swarm Intelligence algorithm inspired by natural behavior, Swarm Intelligence algorithm is the collective behavior of decentralized self-organized system. In this paper, we conducted an experimental comparison between CEP and a Swarm Intelligence algorithm — BAT. The experimental data shows that CEP performs better than BAT algorithm.
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1. Introduction

Evolutionary Programming is a global optimization algorithm and inspired by the theory of evolution by means of natural selection. Evolutionary programming which uses Gaussian mutation is known as Classical Evolutionary Programming(CEP). CEP is better at search in a small local neighborhood. It offers the best results for the unimodal and multimodal functions with only a few local minima. Swarm Intelligence (SI) is the collective behavior of self-organized system, natural or artificial. Bat algorithm is a recent swarm intelligence algorithm based on the echolocation behavior of microbats. In this paper an experimental comparison between CEP and BAT algorithm have done. The rest of the paper is organized as — section 2 and 3 describe the CEP and BAT algorithm respectively, section 4 represents the experimental data and finally a discussion and findings are shown in the section 5.

2. Classical Evolutionary Programming (CEP) Algorithm

Classical Evolutionary Programming (CEP) is a kind of Evolutionary Programming which uses Gaussian mutation. Evolutionary programming (EP) has recently been applied to many combinatorial and numerical optimization problems [1][2], though it was first proposed as an approach to artificial intelligence [3]. Optimization by EP can be summarized into two major steps:

1) mutate the solutions in the current population;
2) select the next generation from the mutated and the current solutions.

They can be considered as a population-based version of the classical generate-and-test method [4], where new solutions (offspring) are generated from the mutation and which of the newly generated solutions should survive to the next generation is tested by the selection.

2.1 Function Optimization by CEP

A global minimization problem can be formalized as a pair (S,f), where S ⊆ Rn is a bounded set on Rn and f : S → R is an n-dimensional real-valued function. The problem is to find a point x_mins such that f(x_mins) is a global minimum on S. [5]. Fogel [6][7] and Bäckand Schwefel [8] have indicated that CEP without self-adaptive mutation usually performs worse than CEP with self-adaptive mutation for the functions they tested. Hence the CEP with self-adaptive mutation will be investigated here.

2.2 Pseudo Code of CEP Algorithm

According to the description by Bäck and Schwefel [8], the CEP is implemented as follows:

1) Generate the initial population of μ individuals, and set k=1. Each individual is taken as a pair of real valued vectors, (x_i, η_i), \( V_i \in \{ 1, \ldots, \mu \} \), where x_i’s are objective variables and η_i’s are standard deviations for Gaussian mutations.
2) Evaluate the fitness score for each individual \( (x_i, \eta_i) \), \( V_i \in \{ 1, \ldots, \mu \} \), of the population based on the objective function, \( f(x) \).
3) Each parent \( (x_i, \eta_i) \), i = 1, ….. , \( \mu \), creates a single offspring \( (x_i', \eta_i') \).
4) Calculate the fitness of each offspring \( (x_i', \eta_i') \), \( V_i \in \{ 1, \ldots, \mu \} \).
5) Conduct pairwise comparison over the union of parents \( (x_i, \eta_i) \) and offspring \( (x_i', \eta_i') \), \( V_i \in \{ 1, \ldots, \mu \} \). For each individual, q opponents are chosen uniformly at random from all the parents and offspring. For each comparison, if the individual’s fitness is no smaller than the opponent’s, it receives a “win.”
6) Select the \( \mu \) individuals out of \( (x_i, \eta_i) \) and \( (x_i', \eta_i') \), \( V_i \in \{ 1, \ldots, \mu \} \), that have the most wins to be parents of the next generation.
7) Stop if the halting criterion is satisfied; otherwise, \( k = k + 1 \) and go to Step 3.
3. Bat Algorithm

Bat algorithm was inspired by the echolocation behavior of microbats. It is a meta-heuristic algorithm with varying pulse rates of emission and loudness. [9] Bats are born with the capability of echolocation. Bats emit a high sound frequency that bounces back from the neighboring objects. They listen to this echo to find their way [10][11]. Depending on their species the signal frequencies varies [12][13]. Microbats echolocation characteristics highlight on some approximate rules. They are given below [14].

1) **Distance**: Bats sense distance by echolocation. They acknowledge the ranges/spaces between prey and surrounded barriers.

2) **Frequency**: Bats fly randomly with velocity $v_i$ at position $x_i$ with a fixed frequency $f_{min}$, wavelength $\lambda$ and loudness $A_0$ to search for prey. They can automatically adjust the wave length of their emitted pulses and adjust the rate of pulse emission in the range of [0, 1], depending on the proximity of their target [15].

3) **Loudness**: Though loudness can vary in many ways. Here assume that the loudness differs from a large $A_0$ to a minimum constant value $A_{min}$.

3.1 Initialization of Bat Algorithm

The initial population is generated randomly. For generating the initial population each individual of the population formed of real valued vectors with dimension D and n number of bats.

$$x_i = x_{min} + rand \cdot 0.1 \cdot (x_{max} - x_{min})$$

(1)

Where $i = 1, 2, \ldots, n$; $j = 1, 2, \ldots, D$; $x_{max}$ and $x_{min}$ are the upper and lower boundaries for dimension.

3.2 Solution, Frequency and Velocity

In Bat algorithm step size of a new solution is defined by the frequency. For each solution, the frequency is set to a value which ranges between upper and lower boundaries $f_{max}$ and $f_{min}$. The bat position and velocity is updated by using the frequency. Following equations are used to update velocity and positions[16].

$$f_i = f_{min} + (f_{max} - f_{min}) \beta$$

(2)

$$V_i = V_{i}^{t-1} + x_i^{t} - x^* \cdot f_i$$

(3)

$$x_i^t = x_i^{t-1} + V_i$$

(4)

Where $\beta \in [0, 1]$ indicates randomly generated number, $x^*$ represents the global best solutions in the population, $f_i$ is the frequency for the solution i, $V_i$ represents the new velocity for the solution i. A solution is selected among the best solution and random walk is applied in order to increase exploration. Thus a new candidate solution is generated.

$$x_{new} = x_{old} + \epsilon A t$$

(5)

where $A t$ is the average loudness of all the bats and $\epsilon \in [0, 1]$ is uniform random number that represents the directions and intensity of random walk.

3.3 Loudness and Pulse Emission Rate

As iterations proceed loudness and pulse emission rate must be adjusted and updated. Getting closer to its prey, bat usually decrease loudness A and increases the pulse emission rate [17][18]. Loudness A and pulse emission rate $r$ are updated by using following equations:

$$A_{t+1} = A_t + \alpha A_t$$

(6)

$$r_{t+1} = r_t [1 - (\gamma t)]$$

(7)

Where $\alpha$ and $\gamma$ are constants which having the determined values for these equations which is set to 0.9 in this simulation. Here the initial loudness $A_0$ can typically be [1, 2], while the initial emission rate $r_0$ can be [0, 1] normally [19].

3.4 Pseudo Code of CEP Algorithm

The initial population is generated randomly. Each individual of $t$

1. Objective function: $f(x_i)$ , $x_i = (x_1, x_2, x_3, \ldots, \ldots, x_D)T$

2. Initialize bat population $x_i$ and velocity $v_i$, $i = (1, 2, \ldots, \ldots, n)$

3. Define pulse frequency $f_i = v_i x_i$

4. Initialize pulse rate $r_i$ and loudness $A_i$

5. while ($t < $ maximum number of iterations)

6. Generate new solutions by adjusting frequency, 7. and updating velocities and locations/solutions

8. if (rand > $r_i$)

9. Select a solution among the best solutions

10. Generate a local solution around the selected best solution

11. end if

12. if (rand < $A_i$ and $f(x_i) < f(x^*)$)

13. Accept new solutions

14. increase $r_i$, reduce $A_i$

15. end if

16. Rank the bats and find current best $x^*$

17. end while

18. Display results.

4. Simulation and Experimental Result

To compare the performance of CEP and BAT algorithm, we have used seven standard benchmark functions with the dimension, D = 30 including both unimodal and multimodal functions. The analytical form of each functions with global minimum values are shown in the following Table 1. These functions are tested for both the algorithms. Here, the experimental results of CEP and BAT algorithms for seven benchmark functions are shown in Table 2. The maximum generations vary from function to function. The mean and standard deviation of the error values found from the simulation are shown in Table 2. The overview of the result is summarized in the following points.

- CEP performs better than BAT algorithm for all of the seven functions.
- For all these seven functions, CEP reaches very close to the global minimum value, while the BAT algorithm fails to reach.

Finally, CEP is far better than Bat algorithm on both unimodal and multimodal functions. The reason might be...
Cauchy mutation performs better because of its higher probability of making longer jumps and CEP uses Cauchy mutation for creating new offspring, while the Bat algorithm usually gets trapped around local minima which is far from the global minimum.

Table 1: Benchmark functions used in the experimental studies. Here, D: Dimensionality of the function, S: search space, C: function characteristics with values — U: Unimodal and M: Multimodal.

<table>
<thead>
<tr>
<th>No.</th>
<th>Name</th>
<th>D</th>
<th>C</th>
<th>S</th>
<th>Function</th>
<th>( f_{\text{min}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Sphere</td>
<td>30</td>
<td>U</td>
<td>[-5.12, 5.12]</td>
<td>( f_1(x) = \sum_{i=1}^{D} x_i^2 )</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>Step</td>
<td>30</td>
<td>U</td>
<td>[-100, 100]</td>
<td>( f_2(x) = \sum_{i=1}^{D} (x_i + 0.5)^2 )</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>Rosenbrock</td>
<td>30</td>
<td>U</td>
<td>[-15, 15]</td>
<td>( f_3(x) = \sum_{i=1}^{D-1} [100 (x_{i+1} - x_i^2)^2 + (x_1 - 1)^2] )</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>Quartic</td>
<td>30</td>
<td>U</td>
<td>[-1.28, 1.28]</td>
<td>( f_4(x) = \sum_{i=1}^{D} x_i^4 )</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>Griewank</td>
<td>30</td>
<td>M</td>
<td>[-600, 600]</td>
<td>( f_5(x) = \frac{1}{4000} \sum_{i=1}^{D} x_i^2 + \prod_{i=1}^{D} \cos \frac{x_i}{\sqrt{i}} + 1 )</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>Rastrigin</td>
<td>30</td>
<td>M</td>
<td>[-15, 15]</td>
<td>( f_6(x) = \sum_{i=1}^{D} x_i^2 - 10 \cos (2\pi x_i) + 10 )</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>Ackley</td>
<td>30</td>
<td>M</td>
<td>[-32, 32]</td>
<td>( f_7(x) = -20 \exp(-0.2 \sum_{i=1}^{D} x_i^2) - \exp(\sum_{i=1}^{D} \cos(2\pi x_i)) + 20 + e )</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2: Performance comparison of ABC and Bat algorithm on the benchmark functions. Better performance on each function is marked with boldface font.

<table>
<thead>
<tr>
<th>No.</th>
<th>( f_{\text{min}} )</th>
<th>CEP</th>
<th>BAT</th>
<th>Batter Performance by</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Std. Dev.</td>
<td>Mean</td>
<td>Std. Dev.</td>
</tr>
<tr>
<td>1</td>
<td>0.0</td>
<td>2.20E-04</td>
<td>5.90E-4</td>
<td>2.48E+01</td>
</tr>
<tr>
<td>2</td>
<td>0.0</td>
<td>577.76E+00</td>
<td>1125.76E+00</td>
<td>1.18E+04</td>
</tr>
<tr>
<td>3</td>
<td>0.0</td>
<td>6.17E+00</td>
<td>13.61E+00</td>
<td>4.39E+05</td>
</tr>
<tr>
<td>4</td>
<td>0.0</td>
<td>1.80E-02</td>
<td>6.41E-03</td>
<td>1.29E+01</td>
</tr>
<tr>
<td>5</td>
<td>0.0</td>
<td>0.14E+00</td>
<td>0.12E+00</td>
<td>9.19E+01</td>
</tr>
<tr>
<td>6</td>
<td>0.0</td>
<td>4.08E+00</td>
<td>3.08E+00</td>
<td>4.54E+02</td>
</tr>
<tr>
<td>7</td>
<td>0.0</td>
<td>8.1E+00</td>
<td>0.34E+00</td>
<td>1.62E+01</td>
</tr>
</tbody>
</table>

5. Conclusion

The This paper shows a comparative study between a evolutionary programming algorithm and a swarm intelligence based algorithms — the Classical Evolutionary Programming (CEP) algorithm and BAT algorithm. The CEP algorithm performs better than the Bat algorithm on all the seven benchmark functions used in our study. The reason behind this might be that — CEP uses Cauchy mutation, which creates longer jump that prevents premature convergence around the locally optimal points and helps find near optimal solutions. On the other hand, the Bat algorithm fails to find global optimum solution on most of the functions as it converges around the locally optimal points.
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