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Abstract: In our day to day life most of the task we carry out involves speaking and hearing. The deaf and dumb people have difficulty 
in communicating with others who cannot understand sign language and misinterpreters. In this paper, we designed a simple embedded 
system based device for solving this problem .we have use flex sensor for getting the data from the deaf and dumb people using sign 
language and microcontroller AT89c51 for controlling all operations and APR 9600 voice chip for voice storage.LCD display and 
speaker are used as output device to convey the message to deaf and dumb people. Keil and proteus software tools are used for 
compiling software coding and simulating the design. 
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1. Introduction 

Glove-based systems represent one of the most important 
efforts aimed at acquiring hand movement data. Generally 
dumb people use sign language for communication but they 
find difficulty in communicating with others who do not 
understand sign language. It is based on the need of 
developing an electronic device that can translate sign 
language into speech in order to make the communication 
take place between the mute communities with the general 
public possible, a Wireless data gloves is used which normal 
cloth is driving gloves fitted with flex sensors along the 
length of each finger and the thumb. Mute people can use the 
gloves to perform hand gesture and it will be converted into 
speech so that normal people can understand their 
expression.  

2. Existing System 

In our day to day life most of the task we carry out involves 
speaking and hearing. The deaf and dumb people have 
difficulty in communicating with others who cannot 
understand sign language and misinterpreters. In this paper, 
we designed a simple embedded system based device for 
solving this problem .we have use MEM sensor [1] for
getting the data from the deaf and dumb people using sign 
language and microcontroller AT89c51 for controlling all 
operations and APR 9600 voice chip for voice storage.LCD 
display and speaker are used as output device to convey the 
message to deaf and dumb people. Kiel and proteus software 
tools are used for compiling software coding and simulating 
the design. 

The second step, that of recognizing the sign or gesture once 
it has been captured is much more challenging, especially in 
a continuous stream. 

In fact currently, this is the focus of the research. The 
objective of this paper is to design a simple embedded 

system based communicating device for deaf and dumb 
people. Here two major problems are taken into 
consideration. First one is deaf and dumb people 
communicating with normal person and second one is 
communication between deaf and dumb people. To solve 
this problem we have use two modes of operation in this 
system. We are measuring the actions performed by the deaf 
and dumb people using flex sensor [1] attached to gloves in a
hand of the user. Once the glove is placed in the hands, 
whenever an action for sign language is performed, the 
bending values are obtained and the corresponding action is 
identified by the microcontroller AT89c51. It activates the 
voice chipAPR9600 and the corresponding voice is spelled 
in speaker and displayed in the LCD.

Virtual reality is a computer interface that includes 
simulation and interactions through different sensory 
channels in real time, which may be visual, acoustic, tactile, 
and olfactory stimulus. The high prices that characterize 
virtual reality devices, has led the search for alternative, less 
sophisticated as the simulation by conventional computing 
devices such as keyboard, mouse, and monitor. This is 
known as desktop virtual reality and into the main computer 
programs can be mentioned VRML.

3. Proposed System

Our proposal will help the deaf and dumb people who are 
unable to communicate, or having difficulties in 
communication. A setup data glove is equipped with five 
flex sensors, each of the flex sensors [1] is meant to be fixed 
on each of the finger of the hand glove for the monitoring 
and sensing of static movements of the fingers of the hand. 
Whatever the person wants to communicate is activated by 
two ways either by hand gesture or by keypad in the device. 
A basic language for the dumb named as the AMERICAN
SIGN LANGUAGE as shown in the fig.1 helps these special 
people in these circumstances. This input is text is processed 
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using a microcontroller Further, the frequently spoken words 
can be stored in memory of APR9600 voice chip and can be

Figure 1:  American Sign Language

Easily retrieve using hotkeys. The output from the LCD can 
be read by the dumb people and Speaker can be heard by the 
deaf people. This device helps in communication if attached 
to both the person involved in the communication who may
be deaf, dumb, and Normal person.

The flex sensor [1] senses the sign language performed by 
the deaf people and produces the output. The output of the 
flex sensor is given to the Microcontroller through ADC. In 
the Microcontroller we already programmed the particular 
word for each output of the sensor. This word is recorded in 
the voice chip and heard from the speaker. If the Controller 
accepts the input from the Keypad then, the output will be 
displayed in the LCD. 

Figure 2: Hand Talk Assistance glove

In the area of technology applied to sign language 
interpretation will have some significant works in two ways, 
first is to translate the language either spoken or sign 
language text and the second which means a signer for be 
translated into spoken or text. 

4. Hand Assistive System For Physically      
Challenged

Dumb people are usually deprived of normal communication 
with other people in the society. It has been observed that 
they find it really difficult at times to interact with normal 
people with their gestures, as only a very few of those are 
recognized by most people. Since people with hearing 

impairment or deaf people cannot talk like normal people so 
they have to depend on some sort of visual communication 
in most of the time. Sign Language is the primary means of 
communication in the deaf and dumb. 

The second step, that of recognizing the sign or gesture once 
it has been captured is much more challenging, especially in 
a continuous stream. In fact currently, this is the focus of the 
research. The objective of this paper is to design a simple 
embedded system based communicating device for deaf and 
dumb people. 

Here two major problems are taken into consideration. First 
one is deaf and dumb people communicating with normal 
person and second one is communication between deaf and 
dumb people. To solve this problem we have use two modes 
of operation in this system. We are measuring the actions 
performed by the deaf and dumb people using MEM sensor 
attached to gloves in a hand of the user. 

CONCEPT
Glove-based systems [5] represent one of the most important 
efforts aimed at acquiring hand movement data. Generally 
dumb people use sign language for communication but they 
find difficulty in communicating with others who do not 
understand sign language. 

The practical implementation of this project can be achieved 
through the usage of special software named KEIL. Also, 
many components such as a step down transformer, DC 
shunt motor, an 8051 microcontroller, A/D converter (MCP 
3208), LCD display, relay units of 12V capacity,a motor 
driver (ULN 2003), voice modules(APR9600) and most 
importantly sensors named MEMs 

The below block diagram is the representation of connection 
of sensors to the required loads for the physically 
challenged[2][3]. In this connection, the 230v ac supply is 
drawn from the transformer which is step-down in nature. 
This reducing in voltage helps in obtaining the input voltage 
to a required level i.e. 12v.  Now this input voltage which is 
of 12v ac is converted into 12v DC with the help of a
modern electronic rectifier. Now the converted DC voltage is 
converted to continuous dc supply voltage. Further this 
voltage is supplied through a capacitor unit to make it ripple 
free and pure dc supply. Now, this converted supply is 
regulated using a voltage regulator 7805 and 7812. Hence, 
this regulated supply is utilized in lightening up the LEDs 
and activating the entire apparatus. 

It is based on the need of developing an electronic device 
that can translate sign language into speech in order to make
the communication take place between the mute 
communities with the general public possible, a Wireless 
data gloves is used which normal cloth is driving gloves 
fitted with flex sensors along the length of each finger and 
the thumb. Mute people can use the gloves to perform hand 
gesture and it will be converted into speech so that normal 
people can understand their expression. The basic idea 
behind this project is for interfacing the usage of sensors 
named MEMs in providing a better communication for the 
physically challenged[2][3]. 
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The practical implementation of this project can be achieved 
through the usage of special software named KEIL. Also, 
many components such as a step down transformer, DC 
shunt motor, an 8051 microcontroller, A/D converter (MCP 
3208), LCD display, relay units of 12V capacity,a motor 
driver (ULN 2003), voice modules(APR9600) and most 
importantly sensors named MEMs 

The below block diagram is the representation of connection 
of sensors to the required loads for the physically 
challenged[2][3]. In this connection, the 230v ac supply is 
drawn from the transformer which is step-down in nature. 
This reducing in voltage helps in obtaining the input voltage 
to a required level i.e. 12v.  Now this input voltage which is 
of 12v ac is converted into 12v DC with the help of a 
modern electronic rectifier. Now the converted DC voltage is 
converted to continuous dc supply voltage. Further this 
voltage is supplied through a capacitor unit to make it ripple 
free and pure dc supply. Now, this converted supply is 
regulated using a voltage regulator 7805 and 7812. Hence, 
this regulated supply is utilized in lightening up the LEDs 
and activating the entire apparatus. 

Initially, the MEMs are moved in order to detect the motion 
of the user‟s hands. Now, with the sensing technology 
inherently present in these sensors, the movement of the 
hands is detected in terms of the coordinates with respect to 
X, Y, Z 

Figure 3: Block Diagram 

Axes. MEMs intake an initial voltage of 5V.The A/D 
converter is named as MCP3208. The supply to the sensors 
is transferred by the A/D unit. The intake from the A/D unit 
is sent to the AC and DC loads through the microcontroller 
unit and the relay unit.  

The microcontroller unit is employed to select various modes 
employed in the apparatus. In this unit, capacitors like disc 
and cylindrical capacitors are employed. Crystal oscillator is 
also employed to eradicate any chance of impurities and 
disturbances. LCD is an important component in this unit as 
it is used in displaying the requirements of the handicapped 
users. Further, the RELAY UNIT comes into act. This unit 
trips the circuit and is used to controlling the ON and OFF of 
the AC and DC loads. The AC load rating is a 15w bulb and 
that of the DC load is DC shunt motor of rating 10rpm, 

600ma and a voltage of 12v. In the final stage, the voice 
playback module comes into play. In this unit, there are 8 
modes into which the voice can be recorded and played 
accordingly to the requirements of the user. After the 
recording of the voices is done, this module can be changed 
to PLAY mode and the voices are fed to the sensor through 
programming into the microcontroller as shown in fig 3 

Hence, according to the movement of the user‟s hand the 
MEM sensors detect the hand motion and display the needs 
accordingly by voice playback or display through the LCD 
present in the MOTHERBOARD. The A/D converter 
consists of 8 pins which are named as ANALOG INPUT, 
ANALOG OUTPUT and DIGITAL INPUT, DIGITAL. 

Figure 4: Schematic Diagram 

The schematic diagram in fig.4 represents the nature of 
connections between the components in the hand- talk 
assistive technology for the physically challenged. First of 
all, the nature of movement in the hand of the challenged 
user is detected by the coordinate sensing by the MEM 
sensor[1]. This sensor, after sensing these movements sends 
an analog signal to the A/D converter in the next stage.  

In the further stage, the A/D converter which is rated for 5V 
converts the analog signal to a digital signal and reads the 
movements in its own language. The ANALOG TO 
DIGITAL CONVERTER is named as „MCP3206‟. Further, 
this digital signal is carried to the MOTHERBOARD where 
the microcontroller decides the mode of load. Another 
mode of communication i.e. LCD  display is connected to 
the other end of the microcontroller. On the motherboard, 
there are various components which interface the modes of
communication for the special as shown in fig 5   

Initially, the supply is given from a step down transformer of 
range 230v/12v which reduces the 230v ac supply to 12v ac 
input. After this, a rectifier is used to convert the ac voltage 
to dc voltage. Here, a capacitor of 1000uf is employed to 
filter the impurities in the DC input voltage. 
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Figure 5: Overview of the LCD Display System 

Further, this voltage is divided and regulated by 
two voltage regulators of 12v and 5 v respectively. These 
help in regulating the supply to a limit. Further the 
employment of various disc and cylindrical capacitors is 
useful in controlling the glow in LED, amount of input 
through the diodes and LCD display. Along with the 
implementing of the two basic modes there is also a 
provision to employ both AC and DC loads in our project. A 
DC shunt motor of rating 10rpm and 600ma is employed 
along with an AC consuming load like a bulb of 15 watts 
wattage. The operation of these loads is controlled solely by 
a relay unit which trips whenever the input to this unit „1‟ 
from the microcontroller and operates whenever the input is 
„0‟ from the same microcontroller. This relay unit plays a 
very important role in the connection of the AC and DC 
loads with the apparatus. 

The T89C5115 is a high performance Flash version of the 
80C51 single chip 8-bit microcontrollers. It contains a 16-
KB Flash memory block for program and data .The 16-KB 
Flash memory can be programmed either in parallel mode or 
in serial mode with the ISP capability or with software. The 
programming voltage is internally generated from the 
standard VCC pin. 

Figure 6: Overview of the Voice Playback Module 

The AC and DC loads are interfaced to the system through 
a motor driver named ULN 2003 and this driver performs a 
better function by interfacing the loads and regulating the 
amount of power passing through the loads. In the final 
stage, a voice playback module comes into play. This 
module has connections from the relay as well as the 
motherboard unit. Now, a total of 8 pins are present in this 
module and each pin has the capability of storing a unique 

requirement of the physically challenged and gets played 
when the mode is selected to a voice playback as shown in 
fig.6. The mode is changed to LCD display when the mode 
is changed to the display mode by the action of the 
microcontroller. 

This prototype can also be implemented using a glove 
fitted with sensors which may be MEMs or flex sensors as 
shown in fig.7. 

Figure 7: Implementation using a hand glove.

The first mode of operation is voice mode. In this mode the 
input is obtained from flex sensor which senses the sign 
language performed by the deaf and dumb people or normal 
person. Then the resistance value of the flex sensor is 
changed based on the degree of bending of fingers. The 
output from the flex sensor[1] is multiplexed and is an 
analog signal .this analog signal is given to the ADC to 
convert into digital value. This digital value is given to the 
microcontroller.  

In the microcontroller we have already programmed a 
particular word or message indicating for each voltage value 
coming from flex sensor. It compares the incoming voltage 
value with already stored value. If it is matched with a 
particular word that is stored in the voice chip .Then the 
output from the voice chip is given to the audio amplifier 
and the word is heard through the speaker, which helps the 
dumb people to hear the information. Vice versa the dumb 
people can also respond using his gesture. 

Thus two way communications can be accomplished. The 
second mode of operation is Text mode. In this mode of 
operation the controller accepts the input of the deaf, dumb 
&
normal person using keypad. If the particular key in the 
keypad is pressed, the pressed key is detected by the 
controller by scanning the each row and column 
respectively. For each key press a particular word stored in 
the microcontroller, is displayed in the LCD display which 
helps the deaf person to see the message. Vice versa the deaf 
people can also respond using his key pad. The detailed 
hardware setup is shown in the fig.8 
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Figure 8:  Detailed Hardware Setup 

5. Conclusion 

This paper describes the design and working of a system 
which is useful for deaf and dumb people to communicate 
with one another and with the normal people. The deaf and 
dumb people use their standard sign language which is not 
easily understandable by common people. This system 
converts the sign language into voice which is easily 
understandable by the people. The sign language is 
translated into text form, to facilitate the deaf people to 
convey their messages as well to the others. This text is 
display on LCD and also through speaker by which the other 
person can understand .In this way our project is very well 
useful for deaf and dumb people[2][3] and for other robotics 
applications. 

This project aims to lower the communication gap between 
the deaf or mute community and the normal world. This 
project was meant to be a prototype to check the feasibility 
of recognizing sign language using sensor gloves.  
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