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Abstract: Brain tumor detection and its analysis are tough tasks in medical image processing because brain image and its structure is 

complex that can be inspected only by expert radiologists. Segmentation plays an important role in the processing of medical images. 

MRI has become a particularly useful medical indicative tool for diagnosis of brain and other medical images. This paper presents a 

study of segmentation method implemented for tumor detection. The methods include optimized k-means clustering with genetic 

algorithm. Traditional k-means algorithm is sensitive to the initial cluster centers. Genetic k-means clustering techniques are used to 

detect tumor in MRI of brain images. At the end of process the tumor is diagnosed from the MRI image and its actual position and the 

shape are determined. The experimental results indicate that traditional k-means not only eliminate the over segmentation problem, but 

also provide fast and efficient clustering results. 
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1. Introduction 
 
Brain is most important part of human nervous system. It 
controls all the body functions, there for care must be taken 
than brain will not be affected by any abnormality. Brain 
tumor is the most challenging task for medical field. Brain 
tumor causes stroke which can over the life of patient. So 
physician give treatment for stroke instead of tumor. Before 
treat the tumor it is necessary that doctor can analyses 
presence of tumor, its location and size so they can treat it 
easily and correctly. What is tumor and which are there 
types?  
 
A. Tumor 

Tumor is nothing but abnormal growth of tissues. 
Depending on the growth of tissues there are three types of 
tumor. 
Benign tumor, pre-malignant tumor, malignant tumor. 
a) Benign Tumor: It is the tumor which does not affected on 

neighboring area and healthy tissues.  
b) Pre-Malignant Tumor: It is the stage before cancer. If 

proper care is not taken it may be conclude in serious 
diseases.  

c) Malignant Tumor: it leads to cancer. It spreads time to 
time and result into death of patient.[8] 

 

B. Magnetic resonance imaging (MRI) 

MRI is usually used in biomedical field to find the fault in 
far internal body structure. Find differences in tissues. It is 
more efficient than computed tomography. 
 
C. Image Segmentation 

Segmentation is vital term in medical field. It plays an 
important role in recognition and treatment of diseases, find 

tumor in body, its size and then decide the way to treat it. 
Segmenting an image refers to the technique of segmenting 
the space of an image into meaningful homogeneity areas in 
which no overlaps present which are the same in some 
features like, intensity or tissues . The segmenting 
techniques are classified into two categories: 
 
1. Edge-based techniques 
2. Area-based techniques[14] 
 
In edge based approach pixels are categorized as edged or 
non-edged pixel based on filter output. In area based aproch 
grouping pixel on similarities and splitting dissimilar pixels. 
 
2. Proposed Method 
 
As before various segmentation techniques used for MRI 
image segmentation in biomedical field. Each technique 
having some unfulfilled requirements. Next technique is 
better than previous one which complete the requirements 
with better result. In this project some disadvantages from 
previous one are covered. K means clustering is the methad 
used for segmentation from far time.  
 
K-means algorithm is the most well-known and widely-used 
unsupervised clustering technique in splited clustering 
algorithms. Purpose of this algorithm is to minimize the 
distances of all the elements to their cluster centres. Many of 
the algorithms in this field are developed by inspiring or 
improving k-means. The algorithm pramotes the clusters 
iteratively and runs in a loop until it reaches to optimal 
solution.[13] Pseudo-code of the K-means clustering 
algorithm is shown. Performance of K-means algorithm 
depends on initial values of cluster centers. Therefore the 
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algorithm should be examined for different outcomes with 
different initial cluster centers by multi-running. 
 
Not all the techniques are suitable for segmentation because 
of complexity and inaccuracy. There is no standard image 
segmentation technique that can produce adequate outcomes for 
all imaging applications like brain MRI, brain cancer diagnosis 
etc. Problems and challenges of brain image segmentation are: 
 Traditional K-means algorithm is sensitive to the initial 

cluster centres; cluster results variable with different initial 
input and are easy to fall into local optimum. 

 Over segmentation of Image due to limitations of the 
conservative watershed algorithm. 

 
In this project we develop advanced k means clustering in 
which the result get from k means clustering is again treated 
using genetic algorithm.  
 
Block diagram 

 

 
Figure 1: basic block diagram 

 
Input image is nothing but the MRI image.  
 
 Pre-Processing: 

Preprocessing and improvement techniques are used to 
improve the detection of the suspicious region from 
Magnetic Resonance Image (MRI).This section presents the 
inclined-based image enhancement method for brain MR 
images which is based on the first derivative and local 
census. The preprocessing and enhancement method consists 
of two steps; first the removal of film vestiges such as labels 
and X-ray marks are removed from the MRI using tracking 
algorithm. [12]Second, the removal of high frequency 
components using glutted median filtering technique. It 
gives high resolution MRI compare than median filter, 
Adaptive filter and spatial filter. 
 
K-Means Clustering Technique: 

First k means clustering technique is applied on image. A 
cluster is a collection of objects which are similar between 
them and are dissimilar to the objects relating to other 
clusters. Clustering is an unsupervised learning method 
which deals with finding a structure in a collection of 
unnamed data. A loose description of clustering could be the 
process of organizing objects into groups whose members 
are identical in some way. 
 
K-means clustering is an algorithm to group objects based 
on vartue/features into k number of groups where k is a 
positive integer. The grouping (clustering) is done by 
minimizing the Euclidean distance between the data and the 

corresponding cluster centroid. Thus the function of k-
means clustering is to cluster the data. 

 
Figure 2: K means clustering algoritm 

 
Genetic algorithm: 

Genetic algorithm is a natural motivated meta heuristic 
algorithm. In GA each solution is represented as 
chromosome and each chromosome is make up from genes. 
The best generated solutions will be added to the next 
iteration while the bad results will be rejected. While the 
algorithm iterates its solutions, these solutions are improved 
up to a point where it near to optimal solution [9].  
 
Generally, a GA has five stages: initialization of population, 
evaluation of fitness function, selection, crossover, mutation 
and termination. Initial population is created randomly, 
which can be done by applying genes to random values. 
After the initialization process, fitness function of each 
chromosome is evaluated. In the selection process, the fittest 
members in the present population are selected for 
reproducing the new solutions in crossover process two 
chromosomes are collected and enterchange genes by some 
point. In mutation process a gene is selected frequently and 
its value is changed. In last termination of the iteration is 
done when a certain criteria is met. Generally termination is 
done by number of repetitions. Fig.1 shows the methodology 
for Genetic algorithm.[9] 
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Figure 3: Genetic algorithm 

 

3. Various Steps involved in GA Procedure  
 

i) Representation  

In a binary coded genetic algorithm, each variable is first 
coded in a fixed-length binary string. For example, the 
following is a string, representing N problem variables: 

 
  
The ith problem variable is coded in a binary substring of 
length li , so that total number of alternatives permitted in 
that variable is 2^li . The lower bound solution Xi

min is 
represented by(0,0,0,…) solution and the upper level 
solution Xi

max is represented by (1,1,..1)the solution . Any 
other substring Si decodes to a solution Xi as follows: 

 (1) 
 
Where DV(Si) is decoded value of string si .The decoded 
value of a binary substring S=(Sl-1 sl-2 S2 S1 S0)calculated as 

where Sj €{0,1} . The length of substring is 
usually decided by precision required in a variable. For 
example if three decimal places of accuracy are needed in 
the i th variable, whole number of alternatives in the variable 
must be ( Xi

max –Xi
min )/0.001 , which can be set equal to and 

can be computed as follows:  
 li=log2 (Xi

max –Xi
min /€i) 

Here, the parameter desired precision in i th variable. The 
total string length of a N-variable solution is then 

 
In the population, -bit strings are created at random (at each 
of positions, there is a equal probability of creating a 0 or 1). 
Once such string is generated, the first bits can be extracted 
from the complete string and respective value of the variable 
can be calculated using Equation (1) and using the chosen 
lower and upper limits of variable . This process is repeated 
until all N-variables are obtained from complete string. 
Thus, an bit string represents a entire solution indicating all 
N variables uniquely. Once these values are known, the 
objective function f(X1 X2…..XN) can be computed.  
 
In a GA, each string created either in the first population or 
in the respective generations must be assigned a fitness 
value which is relevant to objective function value. For 
incremented problem, a string’s fitness can be same to 
string’s objective function value. However, for minimization 
problems, the aim is to find a solution having least objective 
function value. Thus, the fitness can be evaluated as the 
negative of the objective function so that solutions with 
equal objective function value get high fitness.  
 
There are many of advantages of using a string indication to 
code variables. First, this allows a bonding between working 
of GA and actual problem. The same GA code can be used 
for variable problems by only changing meaning of coding a 
string. This allows a GA to have worldwide applicability. 
Second, a GA can exploit the similarities in string coding to 
make its search rapid, a matter which is important in 
working of a GA.  
 

ii) Reproduction  
Reproduction is normally the first operator applied to a 
population. Reproduction selects good strings in a 
population and design a mating pool. The imperative idea is 
that above-average strings are picked from the current 
population and duplicates of them are inserted in the mating 
pool. The commonly used reproduction operator is the 
proportionate selection operator, where a string in the 
present population is elected with probability proportional to 
the string’s fitness. Thus, the ith string in the population is 
selected with probability proportional to . Since the 
population size is usually kept established in a normal GA, 
the aggregate probability for all string in the population must 
be one. Therefore, the probability for electing ith string is,  

 
 where N is the population size. One way to achieve this 
comparable selection is to use a roulette-wheel with the 
circumference marked for each string proportionate to the 
string’s fitness. 
 
 iii) Crossover  
The crossover operator is tested next to the string of the 
mating pool. In crossover operator, two strings are took 
from the mating pool at random and some portion of the 
strings is enterchanged between the strings. At a single-point 
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crossover operator, are cuts both string at an arbitrary place 
and right-side portion of both strings are exchanged among 
themselves to form two new strings, as adorned in the 
following: 
 
Parent 1 00 000 00 111 child 1 
 
Parent 2 11 111 11 000 child 2 
good substrings from either parent string can be combined to 
form better child string if an appropriate site is chosen. Since 
the knowledge of an appropriate site is normally not known, 
a random site is normally chosen. However, it is important 
to understand that the choice of a random site does not make 
this search operation random. With a single-point crossover 
on two l -bit parent strings, the search can only find at most 
2(i-1) different strings in the search space, whereas there are a 
total of 2i strings in the search space. With a random site, the 
child strings generated may or may not have a combination 
of good substrings from parent strings depending on 
whether the crossing site falls in the appropriate site or not. 
if good strings are created by crossover, there will be more 
copies of them in the next mating pool produced by the 
reproduction operator. But good strings are not created by 
crossover, they will not bear beyond next generation, 
because reproduction will not select bad strings for the next 
mating pool. In a two-point crossover operator, two random 
sites are taken. This idea can be extended to create multi-
point crossover operator and the extreme of this extension is 
known as a uniform crossover operator. In a uniform 
crossover for binary strings, each bit from either parent is 
collected with a probability of 0.5. The main purpose of the 
crossover operator is to search the parameter space. Other 
condition is that the search need to be performed in a way to 
preserve the information gathered in the parent string 
maximally, because these parent strings are instances of 
good strings selected using the selection operator. In the 
single-point crossover operator search is not extensive, but 
the maximum information is maintained from parent to 
children. On the other hand, in the uniform crossover, the 
search is very extensive but minimum information is 
maintained between parent and children strings. If a 
crossover probability of Pc is used then 100 Pc% strings in 
the population are recycled in the crossover operation and 
100(1-Pc)%of the population are simply copied to the new 
population.  
 
iv)Mutation 

 Crossover operator is mainly answerable for the search 
aspect of genetic algorithms, even though the mutation 
operator is also used for this purpose casually. The mutation 
operator changes a 1 to a 0 and vice versa with a small 
mutation probability Pm: 
 

 
 
In the above example, fourth gene has changed its value, 
thereby creating a new solution. The need for mutation is to 
maintain diversity in population. For example, if in a 
particular position along the string length all strings in the 
population have a value 0, and a 1 is required in that 
position to obtain optimum or a near-optimum solution, then 

mutation operator described above will be able to create a 1 
in that position. The inclution of mutation introduces some 
probability of turning that 0 into 1. Furthermore, for local 
improvement of a solution, mutation is useful. 
 
After reproduction, crossover, and mutation are tested to 
whole population, one generation of GA is completed. These 
three operators are uncomplecated and straightforward. The 
reproduction operator selects good strings and the crossover 
operator recombines good substrings from two good strings 
together to hopefully form a better substring. The mutation 
operator alters a string locally to surely create a better string. 
Even though none of these claims guaranteed and / or tested 
while creating a new population strings, it is expected that if 
bad strings are created they will be eliminated by the 
reproduction operator in next generation and if good strings 
are created, they will be emphasized. To make a faster 
convergence of a GA to real-world problems, problem-
specific operators are often developed and used, but the 
above three operators portray fundamental operations of a 
genetic algorithm and facilitate a comparatively easier 
mathematical treatment. 
 

4. Results 
 
Whenever we execute the project we observe the result step 
by step which will be easily understandable for new user 
also. 
 
Step I: load input MRI image: 

 
Figure 4: load image 

 
Step II: apply pre-processing: 
 

 
Figure 5: Pre-processing 
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Step III: apply k means clustering: 

 
Figure 6: k means clustering 

 
Step IV: Edge map+ genetic algorithm and segmentation 
 

 
Figure 7: Genetic Algorithm 

 
Step V:Tumor type and size in pixel: 
 

 
Figure 8: Tumor Size and Type 

5. Conclusion 
 
After observing and comparing the results of tumor 
detection using segmentation we can conclude that 
 Segmentation was achieved for all the proposed methods 

tumor detection was done. 
 The problem of over segmentation was also addressed. 
 The genetic algorithm improves the convergence and 

computing time is reduced. 
There are many points which we can improve in future as 
future work. These points are 
 Improving the accuracy, exactness, and computational 

speed of segmentation. 
 Minimizing the amount of manual interaction 

 Implement the methods for 3D images of brain tumor 
MRI 

 Volume and growth rate of tumor can be extracted to 
produce better segmentation results and their performance 
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