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Abstract: Let G be a (p, g) graph and f:V(G) - {1,2,3,...,p + q} be an injection. For each edge e = uv, let f*(e) =

fw) + f(v) iseven and f*(e) = w if f(u) + f(v) is odd, then f is called super mean labeling if f(V) U {f*(e):e € E(G)} =
{1,2,3,...,p + q}. A graph that admits a super mean labeling is called Super mean graph. Let G be a (p, q) graph and f:V(G) -
{k,k+1,k+2,..,p+q+k—1} be an injection. For each edge e = uv, let f*(e) = M)Z;ﬂ") if f(w) + f(v) is even and f*(e) =
[OOXT@L it £(u) + f(v) is odd, then f is called k-super mean labeling if f(V) U {f*(e):e € E(6)} = (kk+1,..,p+q+k—1}. A
graph that admits a k-super mean labeling is called k-Super mean graph. In this paper we investigate k — super mean labeling of H,,,

H, ©® mK,, A(DT,), n(P; © K;) and KP(r, s, I).
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1. Introduction

All graphs in this paper are finite, simple and undirected.
Terms not defined here are used in the sense of Harary [7].
The symbols V(G) and E(G) will denote the vertex set and
edge set of a graph G.

Graph labeling was first introduced in the late 1960°s. Many
studies in graph labeling refer to Rosa’s research in 1967
[11]. Labeled graphs serve as useful models for a broad
range of applications such as X-ray, crystallography, radar,
coding theory, astronomy, circuit design and communication
network addressing. Particularly interesting applications of
graph labeling can be found in [1-4].

The concept of mean labeling was introduced and studied by
S. Somasundaram and R.Ponraj [12].

The concept of super mean labeling was introduced and
studied by D. Ramya et al. [11]. Futher some results on super
mean graphs are discussed in [8,9,10,13,15].

B. Gayathri and M.Tamilselvi [5-6,14] extended super mean
labeling to k-super mean labeling.

In this paper we investigate k — Super mean labeling of
H, H, ®mK,, A(DT,), n(P,®K)and KP(rs,1l). For
brevity, we use k-SML for k-super mean labeling.

Definition1.1

Let G be a (p, g) graph and f:V(G) — {1,2,3,...,p + q} be
an injection. For each edge e = uv, let f*(e) = f(“)zﬂ if
f(w) + f(v) is even and f*(e) = L2 jg

f@) + f(v)is odd, then f is called Super mean labeling if
fHu{f(e):e € E(G)} ={1,23,..,p +q}. A graph that
admits a super mean labeling is called Super mean graph.

Definitionl1.2
Let G be a (p, q) graph and

fvG)->{kk+1,k+2,..,p+q+k—1}be an

injection. For each edge e = uv, let f*(e) =M if

f)+ f(w) is even and f*(e) = LU i £(u) +
f()is odd, then f is called k-Super mean labeling if
fONOu{f(e)ecEG)}={Ukk+1,.,p+qg+k—-1}.
A graph that admits a k-super mean labeling is called
k-Super mean graph.

Definition 1.3

The H — graph of a path P,, denoted by H, is the graph
obtained from two copies of P, with vertices vy, vy, ... , Vy
and ug, Uy, ..., U, by joining the vertices vnzi and U,nzi; if n

is odd and the vertices v%ﬂand un; if nis even.

Definition 1.4
A triangular snake (T,) is obtained from a path vy, v, ..., v,
by joining v; and v;.; to a new vertices w; for i = 1,2,...,n-1.

Definition 1.5

A double triangular snake (DT,) consists of two triangular
snake that have a common path. That is, a double triangular
snake is obtained from a path vy, v, ..., v, by joining v; and
vis1 10 a new vertices w; for i = 1,2,....,n-land to a new
vertices u; fori=1,2,...,n-1.

Definition 1.6

A double alternate triangular snake AD(T,) consists of
alternate triangular snake that have a common path. That is,
double triangular snake is obtained from the path uy, u,,..., U,
by joining u; and u;.; (alternatively) to two new vertices v;
and w;.

Definition 1.7

If G has order n, the corona of G with H, G © H is the graph
obtained by taking one copy of G and n copies of H and
joining the i th vertex of G with an edge to every vertex in
the i th copy of H.
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Definition 1.8

For any graph G, the graph mG denotes the disjoint union of

m copies of G.

Definition 1.9

A Kayak paddle KP(r, s, ) is obtained from two cycles C,

and C; that are joined together by a path of length I.
2. Main Results

Theorem 2.1
The graph H,is a k - Super mean graph for n > 1.

Proof
LetV(H) ={usl1<i<niu{y;1<i<n}
be the vertices of H,, and

2 2

(Vn+1,un+1); if nis odd
E(H,) ={e= (V3,0 ); if mis even

fe, = (w,up1);1<i<n—-1}u

{e; =WV );1<i<n—1}
be the edges of H,,.
Define f:V(H,) =» {k,k+ 1,k +2,..,4n + k — 2} by
flw)=2i+k—-2;1<i<n,
fw)=2n+2i+k—-2;1<i<n.
Now the induced edge labels as follows:
f*le)=2i+k—11<i<n-1,
ffle)=2n+2i+k-11<i<n-1,

. 2n+k—1,if nisodd
fle) _{2n+k—1,ifniseven
Here p =2nand g = 2n-1.
Clearly,f(V) U {f*(e):e € E(H,)} =
{k,k+1,k+2,..,4n+ k- 2}.

So fis a k — super mean labeling.
Hence H,, is a k — super mean graph.

Example 2.2
25-super mean graph of Hsis given in figure 2.1:
23 27 29 3l 33
% * 30 © 32 ¢
34
36 33 40 £
[ 4 —
35 3 3% -?1 43

Figure 2.1: 25-SML of H;

Theorem 2.3

The H, ® mK; is a k — super mean graph for all positive

integersm > land n > 1.

Proof

LetV(H, OmK;) ={u;1<i<n}u
{v;1<i<n}u
{xi,l; 1SlSm,1SiSn}U
(yil<l<smil<i<n}

be the vertices of H, © mKj.

(Vn+1,un+1); if nis odd
2 2

bt Omicy <o -

(v%ﬂ,u%); if niseven

{e, =y 1<i<n—-1}u
{e; = (v );1<i<n-—1}u
{e) = (uyxy); 1<l<m1<i<n}ju
{ei',l =,y 1<l<ml1<i< n}
be the edges of H, ©® mKj;.
Define
f:V(H, OmK) » {k,k+1,...4n(m+ 1) + k — 2} by
Forl1<i<n,
Flu) = {Z(m + 1D —1)+k;iisodd
‘ 2m+1)i+ k —2;iiseven

fw;) +2n(m + 1) + 2m; i is odd and n is odd
fw) =< f(w)+2n(m+ 1) —2m;iis even and nis odd
f(w) +2n(m+ 1);nis even
Forl<i<nand1l<l<m,
2m+ D —1)+4l+k—2;iisodd
£lx) ={ - o
2m+ 1) —2)+ 4l + k;iiseven

f(xi,l) +2n(m+ 1) — 2m;iis odd and nis odd
f(yi,l) = f(xi,l) +2n(m + 1) + 2m;iis even and nis odd
f(xi,l) +2n(m + 1);nis even

Now the induced edge labels are as follows:

Fori<is<n-—1,

frle) =2im+1)+k—1,

frle) = f*(e) + 2n(m + 1).

Forl<i<nand1<l<m,

frley) =2m+DGE -1 +k—-1+2

f*(er) = £*(ein) + 2n(m + 1),

f*(e)=2n(m+1)+k—1;if nis odd,

f*(e) =2n(m+1)+k—1;if nis even.

Here p = 2n(m+1) and g = 2n(m+1)-1.

Clearly,

fu{f(e)e€EH, ©mkK)}=
{k,k+1,..4An(m+1)+k—-2}.

So fis a k — super mean labeling.

Hence H,, © mK; is a k — super mean graph.

Example 2.4

50-super mean graph of H, O 2K; is given in figure 2.2:

W 80 78 82 8 o MW 04
Figure 2.2: 50-SML of H, O 2K,
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FVP, OK)) > {kk+ 1k +2,..,11n+ k — 1}by

Theorem 2.5 fw)=1li+k-11;1<i<n,
The graph AD(T,) is a k-Super mean graph, for n > 2. fw)=11i+k—-7,1<i<n,
f,)=11i+k—-9;1<i<n,
Proof f(u;)=11i+k—5;1§i§n,
LetV(AD(T,)) = {ui,u;,vi,wi; 1<i< Tz—l},and fw)=11li+k-1,1<i<n,

fu)=11i+k—-3;1<i<n.

E(AD(T) = {e; = (wyu);1 <i<n—1}u Now the induced edge labels are as follows:

! . n
{ee =(u)1<i<z}ju fle)=1li+k—10;1<i<n,
{e, =(vi,ui);1SiS§}U f*(e)=11i+k—-8;1<i<n,
{e£/: = (ui'Wi); 1<i< E} U f:(eim) = 111+ k—6;1< l's n,
i , 2 file )=1li+k—41<i<n,
e = @w)lsis<3) frle)=1li+k-21<i<n
be the vertices and edges of AD(T,) respectively. Here p = 6n and g = 5n.
Define Clearly, F(V) U{f*(e):e € E(n(P, O Kp))} =
' . 2 2 -
f:V(AD(T,)) - {k,k+ 1,k + %L, ., 5N+ k —2} by {k,k+1,..11n+k —1}.
fw)=10i+k-10;1<i<~ So f is a k — super mean labeling.
f(u;) =10i+k-21<i< E’ Hence n(P, O K;) is a k — super mean graph, forn > 1.
M n
fw)=10i+k —8; 1<1S%, Example 2.8 B
fw) =10i+k—-41<i<; 35-super mean graph of 4(P, © K3) is given in figure 2.4:
Now the induced edge labels are as follows: 33 39 46 50 57 61 6% -.._~.

f*le)=5+k—11<i<n-1,
frle)=10i+k—-91<i<?
n

fre)=10i+k-51<i<Z

frle)=10i+k-71<i<?,

fr(ef)=10i+k-31<i<Z.

Here p =2n and q = 3n-1. o

Clearly, L] 45 32 56 63 67 74 78

fu{f(e):e€ E(AD(T,))} = Figure 2.4: 35-SML of 4(P, © K3)
{k,k+1,..5n+k—-2}.

So fis a k — super mean labeling. Theorem 2.9

Hence AD(T,) is a k — super mean graph, for n > 2. The graph KP(r, s, 1) is a k-Super mean graph, for all

r,s=3,rs#*4andl > 1.
Example 2.6
40-super mean graph of AD(Ty) is given in figure 2.3: Proof

Case 1: r,s is odd
Letr, s =2n+1 for alln > 1.
LetV(KP(r,s,)) = {v,1<i<r}u
{ul,1<l<l+1}U
{vl,l <i<s}
be the vertices of KP(r, s, I) and
E(KP(r,s,1)) = {e,= W, vip) 1< i<}V
{6 (VUUL+1) 1<i< S} u
{e - (ul'ul+1) 1<i< l}
be the edges ofKP(r, s, I).
Define
fiV(KP(r,s,1)) > {kk+1,...2(r +s+1) + k — 2}by
fw)=2i+k—-2;1<i<n+1,

56
Figure 2.3: 40-SML of AD(T,)

Theorem 2.7
The graph n(P, ©® K)is a k-Super mean graph, forn > 1.

Proof fpe)=2n+1+)+k—-1;1<i<n,
= flw) = f(),
LetV (n(P, O Ky)) = gzz :1 z i j Zi;’]d fgul)) =fw)+2(—-1);2<i<l+1,
K, = = f % - f(u ):
E(m(P, © K3)) ?;, _ ((117;1.,1;))’11?2?1}}% f(vl) Z f(v51+ 2(1 C1)2<ign+l
{e:' _ (171”,;1”) 1<i<n}u fWp) =fw)+2(n+i+1);1<i<n

Now the induced edge labels are as follows:
f*le)=2i+k—-1,1<i<n,

frleps) =2m+ i) +k 1<i<n,
flegny1) =k +2n+1,
ffle)=fw)+2i-11<i<],
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{e’ —(ul,u) 1<i<n}u
(el = (u; ,u);1<i<n}
be the vertices and edges of n(P, © K,) respectively.
Define
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f*(el-') =f(v)+2i—1;1<i<n,

frle)=fw)+2m+i)1<i<n,

frlezns) = f(v) +2n+ 1.

Herep=r+s+1-1,q=r+s+1.

Clearly, f(V) U {f*(e): eE€ E(KP(r, s, l))} =
{k,k+1,..2(r+s+1)+k—2}.

So fis a k — super mean labeling.

Hence KP(r, s, I) is a k — super mean graph, when r, s is odd.

Case 2: r,siseven
Letr, s =2nfor alln = 3.
LetV(KP(r, s, l)) ={v,1<i<r}u
{fu,1<i<li+1}u
{vL-', 1<i<s}

be the vertices of KP(r, s, I) and
E(KP(r,s,D)) ={e; = (v, v41) 1 <i<71}U

{e, = (vl <Sis<sIu

{e; = i), 1<i< 1}
be the edges of KP(r, s, I).
Define
fV(KP(r,s,)) > {kk+1,...2(r+s+1)+k—2}by
f(w) =k
fw)=4i+k—-6;2<i<n,
f(Uny))=4n—3j+k+2,1<j<2,
f(vn+j+2) =4n—j)+k-31<j<n-2,
fQu) = f(Wn41),
f(ué) =f(Uppp)+2((—1);2<i<l+1,
f(v;) = f(u;+1),
fw)=f(w)+4i—-6;2<i<n,
f(Vny) =fw) +4n—3j+2;1<j <2,
f(v,’,+j+2) =f(v)+4n—j)—-31<j<n-2.
Now the induced edge labels are as follows:
frle)=k+1,
ffle)=k+4(i—-1);2<i<n-1,
f*(e,) =4n+k—3,
frlent1) =4n+k -2,
f*(en+1+]-) =4n—-j)+k-11<j<n-1,
frle)=f)+2i—-1,1<i<],
frlep) =flv) +1,
ffle)=fw)+4(—-1);2<i<n-1,
frley) = f(vy) +4n -3,
fr(ens1) = f(v1) + 4n — 2,
f*(en+1+]-) =f(v)+4n—-j)—-11<j<n-1.
Herep=r+s+Il-1,q=r+s+1.
Clearly,
fHu {f*(e): eE E(KP(r, s, l))} =

{k,k+1,..2(r+s+1)+k—2}.

So fis a k — super mean labeling.
Hence KP(r, s, 1) is a k — super mean graph, when r, s is
even.

Example 2.10
10-super mean graph of KP(3,5,2) is given in figure 2.5:

[10]

[11]

13 ® 7

.
= 17 20 3 2

Figure 2.5: 10-SMLof KP(3,5,2)

Remark 2.11

KP(4,4,1) and KP(r, 4 1) are not k-super mean graph because
C, is not a k-super mean graph.

Remark 2.12

KP(4, s 1) is a k-super mean graph, for s = 3,s # 4 and
[>2.

Example 2.13
KP(4, 5, 2) is a 5-super mean graph is given in figure 2.6:

3 11 ! 1% 19

Figure 2.6: 5-SML of KP(4,5,2)
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