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Abstract: The Rayleigh distribution has a wide range of applications in fields such as survival analysis, life testing, reliability theory, 

clinical studies and communication engineering. This distribution is also used in some problem of physics and engineering, such as the 

diffusion process or the distribution of the power (or amplitude) of electromagnetic waves received through a scattering medium. In this 

paper, we consider the estimator of the parameter of Rayleigh distribution. Bayes estimators are obtained by using Quasi prior under 

squared error loss function, precautionary loss function and another loss function. Maximum likelihood estimator is also obtained. 

 

Keywords: Rayleigh distribution, Quasi prior, squared error loss function, precautionary loss function and another loss function, MLE etc 

 

1. Introduction 
 

The Rayleigh distribution is often observed when the overall 

magnitude of a vector is related to its directional 

components. One example, where the Rayleigh distribution 

naturally arises when velocity is analyzed into its orthogonal 

2-dimensional components. This distribution is considered 

to be a very useful life time distribution. It is an important 

distribution for operation research and statistical fields. It is 

used in many areas such as health, agriculture, biology, and 

other sciences. One of the most important appliciation of this 

stochastic model is used in analyzing wind speed data. Two 

parameter Weibull distribution with the shape parameter 

equal to 2 is referred to as Rayleigh distribution. This model 

was first introduced by Lord Rayleigh (1880). Siddiqui 

(1962) discussed the origin and properties of the Rayleigh 

distribution. Inference for Rayleigh model has been 

considered by Sinha and Howlader (1993), Mishra et al. 

(1996) and Abd Elfattah et al. (2006). 

 

The probability density function of Rayleigh distribution is 

given as: 

 f(y;θ) = 
𝑦

𝜃2 exp (−
𝑦2

2𝜃2) ; y ≥ 0, θ > 0           (1.1) 

 

Bayesian analysis is an important approach to statistics, 

which formally seeks use of prior information and Bayes 

theorem provides the formal basis for using this information. 

There is no clear way that which prior is better than the 

other. Often priors are chosen accordingly to subjective 

knowledge and beliefs. However, if one has adequate 

information about parameters one should use informative 

prior(s); otherwise it is preferable to use non-informative 

prior(s). Ahmed A. et al. (2013). 

 

The choice of a prior distribution and loss function is an 

integral part of Bayesian inference. As there is no specific 

procedure that allows us to identify the appropriate loss 

function to be used, the choice of loss function depends on 

the seriousness of errors i.e., over estimation or under 

estimation. The squared error loss function (SELF) is 

appropriate when over and under estimations both are 

equally serious. Otherwise one has to use asymmetric loss 

functions. For example, Linex, Precautionary and some 

other loss functions which are not symmetric. Varian (1975), 

Zellner (1986), Chandra (2001), Norstrom J.G.(1996), 

Srivastava R.S. and Joshi N.K.(2004), Srivastava R.S. and 

Singh S.P.(2007), Srivastava R.S. and Rao A.K.(2007) etc. 

In this paper, we consider the above loss functions for better 

comparison of Bayesian analysis. 

a) The first is the common squared error loss function given 

by: 

 𝑙1(𝜃, θ) = (𝜃 − 𝜃)2                             (1.2) 

which is symmetric, θ and 𝜃  represent the true and estimated 

values of the parameter. This loss function is frequently used 

because of its analytical tractability in Bayesian analysis.  

b) The second is the precautionary loss function given by:  

 𝑙2(𝜃, θ) = 
(𝜃 −𝜃)2

𝜃 
                                      (1.3) 

which is asymmetric, θ and 𝜃  represent the true and 

estimated values of the parameter. This loss function is used 

when the under estimation is more serious consequences. 

c) The third loss function is given by:  

 𝑙3(𝜃, θ) = 
(𝜽 −𝜽)𝟐

𝜽𝟐
                                 (1.4) 

which is asymmetric, θ and 𝜃  represent the true and 

estimated values of the parameter.  

 

2. Maximum likelihood estimation 
 

Maximum likelihood estimation of the parameter of 

Rayleigh distribution is well discussed in literature (Cohen, 

(1965) and Mann et al. (1975)).  

 

Let 𝑦 = (𝑦1, . . . ,𝑦𝑛 )be a random sample of size n having the 

probability density function as  

f(y;θ) = 
𝑦

𝜃2 exp(−
𝑦2

2𝜃2); y ≥ 0, θ > 0                   (2.1) 

The M. L. Estimator of θ is 

 Ѳ  =  
 𝒚𝒊

𝟐𝒏
𝟏

𝟐𝒏
                                           (2.2) 

 

3. Bayesian estimation of Rayleigh distribution 

under Quasi prior by using Squared Error 

Loss Function 
 

Consider there are n recorded values, 𝑦 = (𝑦1, . . . ,𝑦𝑛 ) from 

(1.1). We consider the Quasi prior as 

 g(𝜃) = 
1

𝜃𝑑
                                     (3.1) 
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the pdf of Rayleigh distribution is 

 f(y;θ) = 
𝑦

𝜃2 exp (−
𝑦2

2𝜃2) ; y ≥ 0, θ > 0             (3.2) 

the likelihood function is given by 

 L(y|𝜃) = 
 𝑦𝑖
𝑛
1

𝜃2𝑛 𝑒
(−

 𝑦𝑖
2𝑛

1
2𝜃2 ) 

                        (3.3) 

the posterior density function is given by 

 P(𝜃|𝑦) = L( y|𝜃) g(𝜃) 

then the posterior density of 𝜃 is by 

 P(𝜃|𝑦) ∝ 
 𝑦𝑖
𝑛
1

𝜃2𝑛+𝑑 𝑒
(−

 𝑦𝑖
2𝑛

1
2𝜃2 ) 

                        (3.4) 

 

Estimation under squared error loss function (SELF): 

 

By using a squared error loss function  

 L(𝜃, θ) = (𝜃 − 𝜃)2  

 

The posterior risk function is 

 R(𝜃 ) =  (𝜃 − 𝜃)2𝑃
∞

0
(𝜃|𝑦) d𝜃 

 R(𝜃 ) = 𝜃 2  𝑦𝑖
𝑛
1 Г

2𝑛+𝑑−1

2
 (

 𝑦𝑖
2𝑛

1

2
)

1−2𝑛−𝑑

2  + 

  𝑦𝑖
𝑛
1

2
 Г

2𝑛+𝑑−3

2
(
 𝑦𝑖

2𝑛
1

2
)

3−2𝑛−𝑑

2  

 -  𝜃  𝑦𝑖
𝑛
1 Г

2𝑛+𝑑−2

2
 (
 𝑦𝑖

2𝑛
1

2
)

1−2𝑛−𝑑

2  

Now 
𝜕  

𝜕𝜃
 R (𝜃 ) = 0, 

 

Then the Bayes Estimator is 

 Ѳ 1= 
Г
𝟐𝒏+𝒅−𝟐

𝟐

Г
𝟐𝒏+𝒅−𝟏

𝟐

 
 𝒚𝒊

𝟐𝒏
𝟏

𝟐
                               (3.5) 

 

4. Bayesian estimation of Rayleigh 

distribution under Quasi prior by using 

precautionary loss function, c
(𝜽 −𝜽)𝟐

𝜽 
 

 

The posterior density of 𝜃 is given by 

 P (𝑦) = 
 𝑦𝑖
𝑛
1

𝜃2𝑛+𝑑 𝑒
(−

 𝑦𝑖
2𝑛

1
2𝜃2 ) 

                           (4.1) 

 

Estimation under precautionary loss function: 
By using precautionary loss function  

 L (𝜃, θ) = 
(𝜃 −𝜃)2

𝜃 
 ,                                 (4.2) 

The risk function is 

 R (𝜃 ) =  
(𝜃 −𝜃)2

𝜃 
𝑃

∞

0
(𝜃|𝑦) d𝜃  

R (𝜃 ) = 
𝜃 

2
 𝑦𝑖

𝑛
1 Г

2𝑛+𝑑−1

2
 (

 𝑦𝑖
2𝑛

1

2
)

1−2𝑛−𝑑

2  + 

  𝑦𝑖
𝑛
1

2𝜃 
 Г

2𝑛+𝑑−3

2
(
 𝑦𝑖

2𝑛
1

2
)

3−2𝑛−𝑑

2  

 -  𝑦𝑖
𝑛
1 Г

2𝑛+𝑑−2

2
 (
 𝑦𝑖

2𝑛
1

2
)

2−2𝑛−𝑑

2  

Now 
𝜕

𝜕𝜃
R (𝜃 ) = 0,  

 

Then, the Bayes Estimator is 

 Ѳ 2= 
Г
𝟐𝒏+𝒅−𝟑

𝟐

Г
𝟐𝒏+𝒅−𝟏

𝟐

 
 𝒚𝒊

𝟐𝒏
𝟏

𝟐
                             (4.3) 

 

5. Bayesian estimation of Rayleigh distribution 

under Quasi prior by using loss function 
(𝜽 −𝜽)𝟐

𝜽𝟐
 

 

The posterior density of 𝜃 is given by 

 P (𝜃|𝑦) = 
 𝑦𝑖
𝑛
1

𝜃2𝑛+𝑑 𝑒
 −

 𝑦𝑖
2𝑛

1
2𝜃2   

                           (5.1) 

Estimation under loss function 
(𝜽 −𝜽)𝟐

𝜽𝟐
 

By using loss function 

 L(𝜃 − 𝜃) = 
(𝜃 −𝜃)2

𝜃2                               (5.2) 

The risk function is 

 R (𝜃 ) =  
(𝜃 −𝜃)2

𝜃2 𝑃
∞

0
(𝜃/𝑦) d𝜃 

 R (𝜃 ) = 
𝜃 2

2
 𝑦𝑖

𝑛
1 Г

2𝑛+𝑑+1

2
 (

 𝑦𝑖
2𝑛

1

2
)
−2𝑛−𝑑−1

2  + 

  𝑦𝑖
𝑛
1

2
 Г

2𝑛+𝑑−1

2
(
 𝑦𝑖

2𝑛
1

2
)

1−2𝑛−𝑑

2  

 - 𝜃  𝑦𝑖
𝑛
1 Г

2𝑛+𝑑

2
 (
 𝑦𝑖

2𝑛
1

2
)
−2𝑛−𝑑

2  

Now 
𝜕

𝜕𝜃
R (𝜃 ) = 0,  

Then the Bayes Estimator is 

 Ѳ 3= 
Г
𝟐𝒏+𝒅

𝟐

Г
𝟐𝒏+𝒅+𝟏

𝟐

 
 𝒚𝒊

𝟐𝒏
𝟏

2
                              (5.3) 

 

6. Conclusion 
 

In this paper, we have obtained the Bayes estimator of the 

parameter of Rayleigh distribution under the Quasi prior 

using three different loss functions. The loss functions are 

Squared error loss function (SELF), Precautionary loss 

function and another loss function. 
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