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Abstract: Performing search and retrieval in large collection of textual data is a complex task. For effective searching of text 

documents, annotations are used. Annotations are the tags, keywords, attribute-value pairs, comments or summary that are attached to a 

document or a part of the document. Annotations can be considered as a structured representation of unstructured data. Since manually 

annotating each document in a large collection is not feasible, automatic annotation techniques are used. In this work, an automatic 

annotation generation technique based on the content of the document and query workload is introduced. Annotations are generated in 

the form of attribute-value pairs as they are more expressive than simple keyword annotations. The system generates both attributes and 

values for a document by analyzing the content of the document, annotations of the existing documents and query workload. These 

annotations are later used during the search and retrieval process for matching with the queries given by the user. As an enhancement 

to the system, a new ranking method for ranking the retrieved documents is also introduced. 
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1. Introduction 
 

We are familiar with many application domains where users 

collaborate and share their information such as news blogs, 

online shopping sites, disaster management networks, social 

networking groups, etc. When large amount of such 

information is shared, it constitute a huge collection of 

unstructured data. Search and retrieval process become 

difficult in such a collection. Hence, annotation of the 

textual data is necessary for effective searching in future. 

Annotations are the tags, keywords, attribute-value pairs, 

comments or summary that are attached to a document or a 

part of the document. Technically, annotations can be 

considered as semantic or content-based metadata. 

Annotations for a text document are generated either 

manually or automatically. With a lot of research being 

carried out in this area, the annotation generation systems 

have evolved from manual to semi-automatic and to fully 

automatic. 

 

Most of the existing annotation generation systems generate 

annotations in the form of simple keywords or allow the 

annotator to choose from some predefined templates. Most 

of them allow users to annotate text documents only in an 

ad-hoc way. Annotation generation systems that use 

attribute-value pair annotation are generally more 

expressive. They contain more information when compared 

to simple keyword annotations. For example, ’country’ = 

’India’ is an annotation in attribute-value pair form. Here 

country is the attribute and India is its corresponding value. 

When manually annotating documents with attribute-value 

pair annotation, users need to be more principled in their 

annotation efforts. They should know the underlying schema 

and which field types to use and when to use them. When 

there are too many fields to fill, the annotation task become 

very difficult which leads to most of the users skipping such 

annotation capabilities. Also, when such arbitrary 

annotations are used, their usefulness while searching is 

doubtful. While annotating, the users will not have much 

idea about which of them will be useful for future searches. 

Such difficulties often result in very basic or simple 

keyword annotations. Use of such basic annotations results 

in less effective searching in future. The proposed work aims 

at developing a data sharing platform which enables 

automatic annotation of text documents in the form of 

attribute-value pairs where both attributes and values are 

generated automatically and searching is performed 

effectively. CADS or Collaborative adaptive data sharing 

platform [1] is an existing piece of work which aims at 

generating attribute- value pair annotation. The work done in 

[1] solves the problem of generating attributes automatically 

for a text document. Then the user have to manually provide 

the corresponding values for the generated attributes. Such 

an annotation system solves the annotation generation 

problem partially. The user still has the burden of typing the 

values for each attribute that is generated. Hence, the 

proposed work, which automatically generates values along 

with attributes, further reduces the human effort in 

annotating. The system makes use of the content of the text 

document which is to be annotated, annotations of the 

existing documents and query workload in the process of 

generating annotations. Query workload means the queries 

that are being used by the users while searching for 

documents. The use of query workload as a parameter takes 

into account the user interest and hence it helps in generating 

annotations that will be more effective while searching.  

 

2. Problem Statement and Proposed Solution 
 

The proposed system generates both attributes and values 

automatically for each text document. The work done in the 

existing system CADS solves the problem of suggesting 

attributes for a document but values have to be entered 

manually. The primary goal of the proposed system is to 

reduce the human effort in annotating the documents. 
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1) Problem statement 

Improving document annotation by suggesting both 

attributes and values for a document based on the content of 

the document, query workload and existing annotations, and 

also enhance the efficiency of document retrieval by 

introducing a ranking method.  

 

The existing work solves only the problem of suggesting 

attributes for a new document that is uploaded to the 

database and the values have to enter manually by the person 

who uploads the document. The proposed work focuses on 

suggesting both attributes and values for each document that 

is uploaded to the database. 

 

2) Proposed solution 

The proposed system consist of two types of actors namely 

author and user. Author is the person who uploads the 

documents in to the system. He will be presented with the 

generated annotations which he will submit along with the 

document. User is the person who searches for documents 

through queries. The relevant documents matching the given 

queries will be presented to the user. The proposed system 

consist of two phases namely insertion phase and query 

phase. 

 

2.1 Insertion Phase 

 

In the insertion phase, first the author registers and logins to 

the system with author details. Author chooses the file to be 

inserted. The file gets uploaded and the text content in the 

file is parsed to remove stop words. Annotations in the form 

of attribute-value pairs are generated automatically. The 

author analyses the annotations and submits it. The 

annotations get saved along with the file. 

 

 
Figure 1: Insertion Phase 

 

2.2 Query phase 

 

In the query phase, the user registers and logins to the 

system with user details. The user will be presented with a 

query form. The user fills the query form with both attribute-

value pairs or with either attributes or values. Then system 

searches for the appropriate documents. The resulting 

documents are ranked and final results are displayed. 

 
Figure 2: Query Phase 

3. Module Description 
 

The system implementation has been divided into four 

modules 

 Document upload module 

 Annotation generation module 

 Query search module 

 Result ranking module 

 

3.1 Document Upload Module 

 

In the document upload module, the author chooses the file 

to be uploaded in to the database using file chooser. The file 

is then parsed to remove stop words and special characters 

and resulting output is stored in a separate file which is then 

used for the annotation generation process. 

 

3.2 Annotation Generation Module 

 

In the annotation generation module, the annotations 

corresponding to the uploaded document are generated. 

Annotations are generated automatically based on the 

content of the document, query workload and annotations of 

the existing documents. A score is calculated for each 

attribute. Higher score implies the attribute is more relevant 

with respect to the content of the document and query 

workload. All the possible values corresponding to each 

attribute is also generated. 

 

3.3 Query Search Module 

 

In the query search module, the user will be presented with a 

query form. In order for retrieving the documents from the 

database, the user inputs the corresponding queries in the 

form of attribute-value pairs. Users can add more than one 

set of attribute-value pair combinations as queries to the 

system. The submitted queries will be added to the query 

workload which determines the querying value needed for 

annotation generation. 

 

3.4 Result Ranking module 

 

In result ranking module, the relevant documents that 

matches with queries submitted by the user are generated. 

Inorder for enabling only relevant documents to be retrieved, 

a scoring method is used for result ranking. The documents 

are ranked based on four parameters namely exact match, 

frequency of value, position of value and date of upload. A 

weightage is assigned to each of these parameters and a final 

score is calculated according to which the documents are 

sorted. Finally the documents are displayed in sorted order 

according to this score and the user can open the necessary 

document by clicking on it. 

 

4. Implementation 
 

4.1 Annotation Generation 

 

In this section, solutions for the “Annotation Generation” 

problem is proposed. Two important factors needed to be 

considered while suggesting attributes for a document. First, 

the attributes must have high querying value with respect to 
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the query workload and second, the suggested attributes 

must be relevant to the content of the document. A 

probabilistic approach is used for combining these two 

factors. The two parameters necessary for suggesting 

attributes, the querying value and the content value are 

calculated as follows. 

 

4.1.1 Querying value 

The Querying value of an attribute indicates how relevant 

the attribute is with respect to the query workload. If an 

attribute occur frequently in the queries given by the user, 

then it shows that particular attribute is more relevant than 

others. Such an attribute should have high querying value. 

The querying value thus depends on the number of queries 

that contain that particular attribute as well as the total 

number of documents in the query workload. It is calculated 

by the following equation.  

Querying value of a particular attribute = (Number of 

queries with that particular attribute)/(Total number of 

queries in the query workload) 

QVA = 
𝑊𝐴

𝑊
 

     (1) 

Here QVA is Querying value of the attribute A. WA is the 

number of queries in the query workload that are attributed 

with the attribute A. W is the total number of queries in the 

query workload. To avoid getting zero value for the 

querying value when no query is attributed with the attribute 

A, we use Laplace smoothing by adding 1 in numerator and 

denominator [27]. Thus the equation becomes: 

QVA =
𝑊𝐴+1

𝑊+1
    (2) 

 

4.1.2 Content value 

The content value of an attribute indicates how relevant the 

attribute is with respect to the content of the text document 

uploaded by the author. When the attributes are generated 

only based on the query workload, and the uploaded 

document does not contain any value corresponding to the 

generated attribute, that attribute is useless. Hence we need 

to calculate the content value which shows the relevance of 

the attribute for the uploaded document. For a given attribute 

and for each word in the content of the document, we use 

five parameters for this purpose. They are: 

 

 Total number of document in the document collection 

 Number of documents annotated with that particular 

attribute 

 Number of documents annotated with that particular 

attribute and the given word 

 Number of documents not annotated with that particular 

attribute 

 Number of documents not annotated with that particular 

attribute and the given word 

The content value is calculated in two parts. 

 

The first part corresponds to the documents which are 

annotated with that particular attribute. 

CV1=
𝐷𝐴𝑤

(𝐷𝐴+𝐷)
     (3) 

 

To avoid zero probabilities, we use Laplace smoothing by 

adding 1 at numerator and denominator. Thus the equation 

becomes: 

CV1 =
𝐷𝐴𝑤+1

(𝐷𝐴+𝐷+1)
     (4) 

 

The second part corresponds to the documents which are not 

annotated with that particular attribute. 

CV2 =
𝐷𝐴𝑤

(𝐷𝐴+𝐷)
     (5) 

 

To avoid zero probabilities, here also we use Laplace 

smoothing by adding 1 at numerator and denominator. Thus 

the equation becomes: 

CV2 = 
𝐷𝐴𝑤+1

(𝐷𝐴+𝐷+1)
     (6) 

 

Finally, the content value of that attribute with respect to a 

given word is calculated by dividing the first part by second. 

CV = 
𝐶𝑉1

𝐶𝑉2
     (7) 

 

That is: 

CV = 
𝐷𝐴𝑤+1/(𝐷𝑎+𝐷+1)

𝐷𝐴𝑤+1/(𝐷𝐴+𝐷+1)
    (8) 

 

4.1.3 Score Calculation 

After calculating querying value and content value, they are 

combined together to obtain a score for the attribute. The 

attributes are ranked depending on this score. Top K 

attributes are generated in the descending order of their 

scores for each document. K can have any value which must 

be set initially before uploading the document. Otherwise, 

all the attributes in the query workload will be generated for 

each document. The score of each attribute is calculated as 

follows: 

 

Score (A) = 𝑄𝑉 ∗  𝐶𝑉    (9) 

 

Score (A) = 
𝑊𝐴  + 1

𝑊 + 1
∗
𝐷𝐴𝑤  +

1

𝐷𝐴  + 𝐷  + 1

𝐷𝐴𝑤  +
1

𝐷𝐴  + 𝐷  + 1

   (10) 

The content value of each attribute depends on the content of 

the document uploaded and hence it calculated at run time. 

On the other hand, the querying value depends only on the 

query workload and is independent of the document that is 

uploaded. Hence there is no need to calculate querying value 

of each attribute during runtime. Instead, we keep a 

precomputed list of attributes along with their querying 

values which are updated periodically based on the queries 

generated in the query workload. This reduces the runtime of 

the system in generating annotations when a document is 

uploaded. 

 

4.1.4 Value Generation 

New attributes will be added to the attribute list periodically. 

Along with it, a list of the most possible values for each 

attribute is kept. The list is populated based on the query 

workload and previous annotations. When a new document 

is uploaded, all the new values it have are mapped with the 

corresponding attribute. Same is the case with new queries 

submitted to the system. Multiple occurrences of a particular 

value are rejected, that is, the list consist of only a single 

occurrence of a particular value. The values in the list are 

compared with the content of the document to suggest the 

appropriate value for each attribute generated. The values 

are suggested for each attribute based on the order in which 

they appear in the document. Multiple occurrences of values 

for a particular attribute is generated by using a dropdown 
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list. Thus the author can choose the most desired value if a 

document contain multiple values for a particular attribute. 

After all the annotations that the system identified are 

generated the author can add the annotation and is provided 

with option to edit the generated annotations or to add new 

annotations. Finally, the user submits the annotations along 

with the document. All the relevant attributes along with 

possible values are generated. The user is provided option to 

change the value a paticular attribute with a drop down list 

or can type new values in the space provided. 

 

4.2 Result Ranking 

 

The documents are ranked based on four parameters. 

 Exact match 

 Frequency of value 

 Position of value 

 Date of upload 

A weightage is assigned to each of these parameters and a 

final score is obtained according to which the documents are 

sorted. Since the exact match of the queries with the 

annotation of the document is more important, it is given 80 

percentage weightage. Frequency of value implies the 

number of times the value in the query is contained in the 

document. When multiple queries are given, the sum of 

occurrences of all the values is calculated. It is then 

normalized with respect to total number of words in the file. 

The weightage of this parameter is 10 percent. The first two 

parameters are taken as positive values. The third parameter 

given the index of the value in the query. If multiple queries 

are given, the value with the least index is taken. This index 

is calculated by counting the number of words that occur in 

the document before this particular value. This parameter 

has a weightage of 1 percent and since this value has to be 

minimum for higher relevance, it is taken as negative. 

Finally the difference between date of upload and current 

date is calculated and this parameter is given 9 percent 

weightage and is taken as negative. 

 

Score = 0.8 ∗ 𝑒 +  0.1 ∗  𝑓 −  0.01 ∗  𝑖 −  0.09 ∗  𝑑 (11) 

 

Here e is the number of attribute-value pairs in the query 

workload that exactly matches which the given queries. f is 

the number of the times the values in the given query occur 

in the text content normalized with respect to the total 

number of words in the document. i is the least index among 

the values in the annotation with respect to the text content 

and d is the difference between the current data and the date 

of upload of the document. After the score is calculated with 

these parameters, the corresponding documents are retrieved 

and displayed in sorted order according to this score. The 

user can open the corresponding document by clicking on it. 

 

5. Performance Evaluation 
 

Performance of the system is evaluated in terms of three 

parameters. 

 Precision 

 Recall 

 F-Measure 

 

Precision indicates the fraction of retrieved instances that are 

relevant and recall indicates the fraction of relevant 

instances that are retrieved. Both precision and recall are 

based on an understanding and measure of relevance. F-

measure gives the harmonic mean of precision and recall. 

Inorder for calculating the precision and recall of the system, 

the True positive (TP), False Positive (FP) and True negative 

(TN) values are evaluated and recorded for 50 samples of 

documents in both cases when only attributes are suggested 

(as in existing system CADS) and when both attributes and 

values are suggested (as in proposed system). 

 

Amazon product reviews about various electronic products 

like camera, mobile phones, tablets, etc. are used for training 

the system. The system is populated with 500 queries 

generated based on the popularity of the terms in Google 

trends. Around 35 different attributes are used in queries. 

The most frequently used attributes in query workload and 

their number of occurrences are: 

 product(81) 

 brand (66) 

 model (42) 

 primarycam (27) 

 modelname (26) 

 sensorresolution (26) 

 display (24) 

 ram (21) 

 colour (19) 

The values obtained while uploading each product 

description document are recorded and the summary of the 

evaluation is shown in table 1.1. 

 

Table I: Performance Evaluation Summary 
Document Attribute only case Proposed System 

 TP FP TN TP FP TN 

1-10 46 44 154 86 49 114 

11-20 71 29 129 128 38 71 

21-30 77 23 123 137 29 63 

31-40 84 16 116 160 18 40 

41-50 86 14 114 160 16 40 

 

Based on these values, the precision, recall and f-measure 

values are calculated using the below formulas 

 

Precision=True Positives / (True Positives+False Positives)  

= TP/(TP+FP)                  (12) 

 

Recall=True Positives / (True Positives + False Negatives)  

= TP/(TP+FN)     (13) 

 

F-measure = 2*precision*recall/(precision + recall) (14) 

The resulting values are shown in Table 2. 

 

Table II: Precision, Recall and F-Measure 
Document Attribute only case ProposedSystem 

 Precision Recall F-

Measure 

Precision Recall F-

Measure 

1-10 51.11 23 31.72 63.7 42 50.62 

11-20 71 35.5 47.33 77.1 63 69.84 

21-30 77 38.5 52.33 82.53 68.5 74.86 

31-40 84 42 56 89.88 80 84.65 

42-50 86 43 57.33 90.9 80 85.1 
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Figure 1.3 shows the precision graph between the attribute 

only suggestion case (existing system) and attribute-value 

suggestion case (proposed system). Figure 1.4 and 1.5 shows 

the recall graph and f-measure graph respectively between 

the same. 

 

 
Figure 1.3: Precision graph 

 

 
Figure 1.4: Recall graph 

 

 

 
Figure 1.5: f-measure graph 

6. Conclusion 
 

Annotation of the document is necessary for effective 

searching in a data sharing platform. Adaptive techniques to 

suggest annotations for a document, while trying to satisfy 

the user querying needs is proposed. The main goal of this 

system is to reduce the human effort in manually annotating 

each document. When the existing system solved only the 

problem of suggesting attributes where users had to 

manually enter the values, the proposed work solves the 

problem of suggesting values along with attributes 

automatically and thus maximising the reduction in human 

effort. The system combines query workload and previous 

annotations along with the content of the document in order 

for generating attributes and corresponding values.  
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