An Application of Similarity Measure of Intuitionistic Fuzzy Soft Set based on distance in Medical Diagnosis
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Abstract: In this article, the concept of similarity measure for intuitionistic fuzzy soft sets based on distance between two intuitionistic fuzzy soft sets, some examples and basic properties are also studied. An algorithm is developed in intuitionistic fuzzy soft set and an example is given to illustrate possible application in a medical diagnosis problem.
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1. Introduction

The concept of fuzzy set theory was introduced by Prof. L. A. Zadeh [23] in 1965. Several researchers have extended the concept of fuzzy set in multi directions. The traditional fuzzy set is characterized by the membership value or the grade of membership value. In some real life problems in expert system, belief system, information fusion and so on, we must consider the truth-membership as well as the falsity-membership for proper description of an object in uncertain, ambiguous environment. Intuitionistic fuzzy set [12] is appropriate for such a situation. The intuitionistic fuzzy sets can only handle the incomplete information considering both the truth-membership (and simply membership) and falsity-membership (or non-membership) values. Soft set theory [15] has enriched its potentiality since its introduction by Molodtsov in 1999.

Similarity measure is an important topic in the fuzzy set theory. Similarity measure indicates degree of similarity between two fuzzy sets. Wang [22] first introduced the concept of similarity measure of fuzzy sets and gave a computational formula. Science then, similarity measure of fuzzy sets has attracted several researchers’ interest and has been investigated more. Similarity measure of fuzzy sets is now being extensively applied in many research fields.

Similarity measure between two fuzzy sets (intuitionistic fuzzy sets, intuitionistic fuzzy soft sets) have been defined by many authors [18,20,21]. There are different techniques for measuring similarity between two fuzzy sets or between two fuzzy soft sets. Some of them are based on distances and some others are based on matching function. There are techniques based on set-theoretic approach also. Some properties are common to these measures and some are not, which influence the choice of the measure to be used in several applications.


In this paper first we present preliminaries, distances between two intuitionistic fuzzy soft sets are defined and similarity measure between two intuitionistic fuzzy soft sets are proposed. An application of similarity measure between intuitionistic fuzzy soft sets in a medical diagnosis problem is also illustrated.

2. Preliminaries

In this section, we have presented the basic definition related to fuzzy sets, soft sets, fuzzy soft sets and we presented the basic concepts of intuitionistic fuzzy soft set theory which would be used in the sequel.

Definition 2.1 [11]
Let E be a crisp set. Then a fuzzy set $\mu$ over E is a function from E into [0, 1].

Suppose that U is an initial universe set and E is a set of parameters, let $P(U)$ denotes the power set of U. A pair (F, E) is called a soft set over U where F is a mapping given by $F: E \rightarrow P(U)$.

Clearly, a soft set is a mapping from parameters to $P(U)$, and it is not a set, but a parameterized family of subsets of the Universe.

Definition 2.3. Fuzzy soft set [10]
Let U be an initial Universe set and E be the set of parameters. Suppose that $P(U)$ denotes the power set of U. A pair $(F, E)$ is called a fuzzy soft set over U where $F$ is a mapping given by $F: E \rightarrow P(U)$.

Definition 2.4. Fuzzy soft class [10]
Let U be an initial Universe set and E be the set of attributes. Then the pair $(U, E)$ denotes the collection of all fuzzy soft
sets on \( U \) with attributes from \( E \) and is called a **fuzzy soft class**.

Let \( U \) be an initial universe, and \( E \) be the set of all possible parameters under consideration with respect to \( U \). The set of all subsets of \( U \), i.e., the power set of \( U \) is denoted by \( \mathcal{P}(U) \) and the set of all intuitionistic fuzzy subsets of \( U \) is denoted by \( \mathcal{IF}U \). Let \( A \) be a subset of \( E \).

**Definition 2.5[10]**
An intuitionistic fuzzy set \( A \) over the universe \( U \) can be defined as follows:
\[
A = \{(x, \mu_A(x), \nu_A(x)) : x \in U \}, \text{ where } \mu_A(x) : U \to [0,1], \nu_A(x) : U \to [0,1] \text{ with the property } 0 \leq \mu_A(x) + \nu_A(x) \leq 1 \ \forall x \in U. \]
The values \( \mu_A(x) \) and \( \nu_A(x) \) represent the degree of membership and non-membership of \( x \) to \( A \) respectively. \( \pi_A(x) = 1 - (\mu_A(x) + \nu_A(x)) \) is called the intuitionistic fuzzy index.

**Definition 2.6[10]**
An intuitionistic fuzzy set \( A \) over the universe \( U \) defined as \( A = \{(x, \mu_A(x), \nu_A(x)) : x \in U \} \) is said to be intuitionistic fuzzy null set and is denoted by \( 0 \).

**Definition 2.7[10]**
An intuitionistic fuzzy set \( A \) over the universe \( U \) defined as \( A = \{(x,1,0) : x \in U \} \) is said to be intuitionistic fuzzy absolute set and is denoted by \( 1 \).

**Definition 2.8[11]**
Let \( A = \{(x, \mu_A(x), \nu_A(x)) : x \in U \} \) be an intuitionistic fuzzy set over the universe \( U \), where \( \mu_A(x) : U \to [0,1], \nu_A(x) : U \to [0,1] \) with the property \( 0 \leq \mu_A(x) + \nu_A(x) \leq 1 \ \forall x \in U. \) **Complement of** \( A \) is denoted by \( \overline{A} \) and defined as the intuitionistic fuzzy set \( \overline{A} = \{(x, \nu_A(x), \mu_A(x)) : x \in U \} \).

**Definition 2.9[10]**
Let \( U \) be an initial universe set and \( E \) be the set of parameters. Let \( \mathcal{IF}^E \) denote the collection of all intuitionistic fuzzy subsets of \( U \). Let \( A \subseteq E \). A pair \( (F, A) \) is called an **intuitionistic fuzzy soft set** over \( U \) where \( F \) is a mapping given by \( F : A \to \mathcal{IF}^E \).

**Definition 2.10: Intuitionistic Fuzzy Soft Set (IFSS)**
Let \( U \) be an initial universe, \( E \) be the set of parameters and \( A \subseteq E \). A pair \( (F, A) \) is called an **intuitionistic fuzzy soft set** (IFSS) over \( U \), where \( F:A \to \mathcal{IF}^U \) denotes the collection of all intuitionistic fuzzy subsets of \( U \).

**Example 2.11**
Suppose that \( U = \{u_1, u_2, u_3, u_4\} \) be a set of four sarees and \( E = \{yellow(e_1), blue(e_2), green(e_3)\} \) be a set of parameters. If \( A = \{e_1, e_2\} \subseteq E \).

Let \( F(e_1) = \{(u_1, 0.3, 0.7), (u_2, 0.8, 0.1), (u_3, 0.4, 0.2), (u_4, 0.6, 0.2)\} \)

\( F(e_2) = \{(u_1, 0.8, 0.0), (u_2, 0.9, 0.1), (u_3, 0.4, 0.05), (u_4, 0.2, 0.3)\} \)

we then write intuitionistic fuzzy soft set is \( (F, E) = \{(e_1)\} \)

\( (F, e_1) = \{(u_1, 0.3, 0.7), (u_2, 0.8, 0.1), (u_3, 0.4, 0.2), (u_4, 0.6, 0.2)\} \)

\( (F, e_2) = \{(u_1, 0.8, 0.0), (u_2, 0.9, 0.1), (u_3, 0.4, 0.05), (u_4, 0.2, 0.3)\} \)

**Definition 2.12[10]**
Union of two intuitionistic fuzzy soft sets \((F, A)\) and \((G, B)\) over \((U, E)\) is an intuitionistic fuzzy soft set \((H, C)\) where \( C = A \cup B \) and \( \forall \ v \in C,\)
\[
H(v) = \begin{cases} 
F(v), & \text{if } v \in A - B \ 
G(v), & \text{if } v \in B - A
\end{cases}
\]
\[
F(v) \cup G(v), & \text{if } v \in A \cap B
\]
and is written as \((F, A) \circ (G, B) = (H, C)\)

**Definition 2.13[11]**
Let \((F, A)\) and \((G, B)\) be two intuitionistic fuzzy soft sets over \((U, E)\). Then intersection \((F, A)\) and \((G, B)\) is an intuitionistic fuzzy soft set \((H, C)\) where \( C = A \cap B \) and \( \forall v \in C, H(v) = F(v) \cap G(v) \).

We write \((F, A) \cap (G, B) = (H, C)\).

**3. Distance and Similarity Measure of Intuitionistic fuzzy soft set**
In this section, we first present the basic definitions of distances between two intuitionistic fuzzy soft sets [13] are useful for subsequent discussions. Then, we define some distances and similarity measures of IFS-sets.

Let \( (F, A) = \{(F(e_i), i=1,2,3,\ldots,n\} \) and \( (G, B) = \{(G(e_i), i=1,2,3,\ldots,n\} \) be two intuitionistic fuzzy soft sets where \( F(e_i) \) is the \( e_i \) approximations of \( (F,E) \) and \( G(e_i) \) is the \( e_i \) approximations of \( (G,E) \).

Now we define various distance measures \( d \) are present in literature.

**Definition 3.1[5]**
Let \( (F,E) \) and \( (G,E) \) be two intuitionistic fuzzy soft sets over \((U,E)\). Then distance measure between \((F,E)\) and \((G,E)\) is defined as

1. The Hamming distance
\[
d_H((F,E),(G,E)) = \frac{1}{2m} \sum_{i=1}^{m} \sum_{j=1}^{n} \left| \mu_G(x_i) - \mu_F(x_i) \right| + \left| \nu_G(x_i) - \nu_F(x_i) \right|
\]
2. The normalized Hamming distance
\[
d_{H}(F,E),(G,E) = \frac{1}{2mn} \sum_{i=1}^{m} \sum_{j=1}^{n} \left| \mu_G(x_i) - \mu_F(x_i) \right| + \left| \nu_G(x_i) - \nu_F(x_i) \right|
\]
3. The Euclidean distance
\[ d_2((F,E),(G,E)) = \left( \frac{1}{2m} \sum_{i=1}^{n} \sum_{j=1}^{m} |\mu_F(e_i)(x_j) - \mu_G(e_i)(x_j)| + |\nu_F(e_i)(x_j) - \nu_G(e_i)(x_j)| \right)^{1/2} \]

4. The normalized Euclidean distance
\[ d_{n2}((F,E),(G,E)) = \left( \frac{1}{2mn} \sum_{i=1}^{n} \sum_{j=1}^{m} |\mu_F(e_i)(x_j) - \mu_G(e_i)(x_j)|^2 + |\nu_F(e_i)(x_j) - \nu_G(e_i)(x_j)|^2 \right)^{1/2} \]

Example 3.2
Let \( U = \{x_1, x_2\} \) be the universal set and \( E = \{e_1, e_2\} \) be the set of parameters. Let \( (F,E) \) and \( (G,E) \) be two intuitionistic fuzzy soft sets over \( U \) such that \( (F,E) \) and \( (G,E) \) is given by

<table>
<thead>
<tr>
<th>( x_1 )</th>
<th>( e_1 )</th>
<th>( e_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.3,0.6)</td>
<td>(0.7,0.2)</td>
<td></td>
</tr>
<tr>
<td>( x_2 )</td>
<td>(0.6,0.1)</td>
<td>(0.6,0.2)</td>
</tr>
</tbody>
</table>

The Hamming distance:
\[ d_H((F,E),(G,E)) = 0.55 \]

Theorem 3.3
Let \( (F,E) \) and \( (G,E) \) be two intuitionistic fuzzy soft sets over \( (U,E) \). Then distance measure between \( (F,E) \) and \( (G,E) \) is defined as \( d((F,E),(G,E)) \), which satisfies the following properties.

(D1) \( 0 \leq d((F,E),(G,E)) \leq 1 \);
(D2) \( d((F,E),(G,E)) = 0 \), if \( (F,E) = (G,E) \);
(D3) \( d((F,E),(G,E)) = d((G,E),(F,E)) \);
(D4) Let \( (H,C) \) be an intuitionistic fuzzy soft set, if \( (F,E) \subseteq (G,E) \subseteq (H,C) \), then \( d((F,E),(H,E)) \leq d((F,E),(G,E)) \) and \( d((G,E),(H,E)) \leq d((F,E),(H,E)) \).

Definition 3.4
Let \( U \) be the universal set and \( E \) be the set of parameters. Suppose \( (F,E) \) and \( (G,E) \) be two intuitionistic fuzzy soft sets over \( (U,E) \), the similarity measure based on the normalized Hamming distance between them is defined as
\[ s_{nH}((F,E),(G,E)) = 1 - \frac{1}{2mn} \sum_{i=1}^{n} \sum_{j=1}^{m} |\mu_F(e_i)(x_j) - \mu_G(e_i)(x_j)| + |\nu_F(e_i)(x_j) - \nu_G(e_i)(x_j)| \]

Example 3.5
Let us consider the example 3.2, then the similarity measure of \( (F,E) \) and \( (G,E) \) is given by
\[ s_{nH}((F,E),(G,E)) = 1 - 0.55 = 0.45 \]

Theorem 3.6
Let \( (F,E) \) and \( (G,E) \) be two intuitionistic fuzzy soft sets over \( (U,E) \). Then similarity measure between \( (F,E) \) and \( (G,E) \) is defined as \( s((F,E),(G,B)) \), which satisfies the following properties.

(S1) \( 0 \leq s((F,E),(G,B)) \leq 1 \);
(S2) \( s((F,E),(G,B)) = 1 \), if \( (F,E) = (G,B) \);
(S3) \( s((F,A),(G,B)) = s((G,B),(F,E)) \);
(S4) Let \( (H,E) \) be an intuitionistic fuzzy soft set, if \( (F,E) \subseteq (G,B) \subseteq (H,E) \), then \( s((F,E),(H,E)) \leq s((F,E),(G,B)) \) and \( s((G,B),(H,E)) \leq s((F,E),(H,E)) \).

In this section we construct a method for a medical diagnosis problem based on similarity measure of intuitionistic fuzzy soft sets (IFSSs). The algorithm of this method is as follows:

Algorithm
Step 1: Construct an IFSS \( (F,E) \) over the universal set \( U \) based on medical knowledge.
Step 2: Construct an IFSS \( (G,E) \) over the universal set \( U \) based on a responsible person for the illness.
Step 3: Calculate the distances of \( (F,E) \) and \( (G,E) \).
Step 4: Calculate the similarity measure of \( (F,E) \) and \( (G,E) \).
Step 5: Estimate result by using the similarity.

Here we are giving an example of medical diagnosis problem. The similarity measure of two IFSSs based on normalized Hamming distance can be applied. Then we find the similarity measure of these IFSSs.

Example 4.1
Suppose that there are two patients \( G \) and \( H \) in a hospital with symptoms fever, rash, red eyes, joint pain.

Step 1: Construct a IFSS \( (F,E) \) for chickenpox over \( U \) as given in Table 1.1, which can be prepared with the help of medical knowledge.
Table 1.1: intuitionistic Fuzzy soft set (F, E) for chickenpox. Each symptom is described by two numbers i.e. membership μ, non-membership ν.

<table>
<thead>
<tr>
<th>(F,E)</th>
<th>e₁</th>
<th>e₂</th>
<th>e₃</th>
<th>e₄</th>
</tr>
</thead>
<tbody>
<tr>
<td>x₁</td>
<td>(0.6,0.2)</td>
<td>(0.6,0.1)</td>
<td>(0.4,0.2)</td>
<td>(0.4,0.4)</td>
</tr>
<tr>
<td>x₂</td>
<td>(0.4,0.2)</td>
<td>(0.5,0.4)</td>
<td>(0.6,0.1)</td>
<td>(0.7,0.1)</td>
</tr>
<tr>
<td>x₃</td>
<td>(0.4,0.5)</td>
<td>(0.6,0.1)</td>
<td>(0.8,0.0)</td>
<td>(0.6,0.3)</td>
</tr>
</tbody>
</table>

Step 2: Similarly, we construct a IFSS for the two patients under consideration as given in Table 1.2, and 1.3.

Table 1.2: intuitionistic Fuzzy soft set (G, E) for the first patient

<table>
<thead>
<tr>
<th>(G,E)</th>
<th>e₁</th>
<th>e₂</th>
<th>e₃</th>
<th>e₄</th>
</tr>
</thead>
<tbody>
<tr>
<td>x₁</td>
<td>(0.3,0.6)</td>
<td>(0.7,0.2)</td>
<td>(0.6,0.3)</td>
<td>(0.5,0.3)</td>
</tr>
<tr>
<td>x₂</td>
<td>(0.6,0.1)</td>
<td>(0.6,0.2)</td>
<td>(0.7,0.0)</td>
<td>(0.1,0.4)</td>
</tr>
<tr>
<td>x₃</td>
<td>(0.3,0.6)</td>
<td>(0.1,0.7)</td>
<td>(0.1,0.7)</td>
<td>(0.2,0.5)</td>
</tr>
</tbody>
</table>

Table 1.3: intuitionistic Fuzzy soft set (H, E) for the second patient

<table>
<thead>
<tr>
<th>(H,E)</th>
<th>e₁</th>
<th>e₂</th>
<th>e₃</th>
<th>e₄</th>
</tr>
</thead>
<tbody>
<tr>
<td>x₁</td>
<td>(0.1,0.8)</td>
<td>(0.2,0.7)</td>
<td>(0.3,0.6)</td>
<td>(0.5,0.4)</td>
</tr>
<tr>
<td>x₂</td>
<td>(0.6,0.4)</td>
<td>(0.4,0.5)</td>
<td>(0.3,0.6)</td>
<td>(0.3,0.6)</td>
</tr>
<tr>
<td>x₃</td>
<td>(0.6,0.3)</td>
<td>(0.3,0.6)</td>
<td>(0.2,0.7)</td>
<td>(0.2,0.6)</td>
</tr>
</tbody>
</table>

Step 3: Calculate Hamming distance of (F,E) , (G,E) and (H,E)

Now by definition, the normalized Hamming distance between (F,E) and (G,E) is given by \( d_{nh}(F,E),(G,E) = 0.26 \)

Step 4: Calculate similarity measure between (F, E) , (G, E) and (H, E) : Now by definition, similarity measure between (F,E) and (G,E) is given by \( S_{nh}(F,E),(G,E) = 0.74 \)

Step 5: Therefore we conclude that the first person is possibly suffering from chickenpox.

5. Conclusion

In this paper we have defined distances between IFSSs and proposed similarity measures of IFSSs based on distances between IFSSs. Then we construct a medical diagnosis based on similarity measures. In view of our discussion, we can conclude that, first patient is suffering from chickenpox. It is hoped that our work would help enhancing this study on IFSSs.
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