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Abstract: Breast cancer is one of the most leading causes of death among women. The early detection of abnormalities in breast 
enables the radiologist in diagnosing the breast cancer easily. Efficient tools in diagnosing the cancerous breast will help the medical 
experts in accurate diagnosis and timely treatment to the patients. In this work, experiments was carried out using Wisconsin Diagnosis 
Breast Cancer database to classify the breast cancer as either benign or malignant. Supervised learning algorithm -Support Vector 
Machine (SVM) with kernels like Linear, and Neural Network (NN) are used for comparison to achieve this tasks.  The performances of 
the models are analyzed where Neural Network approach provides more ‘accuracy’ and ‘precision’ as compared to Support Vector 
Machine in the classification of breast cancer, and seems to be fast and efficient method. 
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1. Introduction 

Cancer refers to the uncontrolled multiplication of a group of 
cells in particular location of the body. A group of rapidly 
dividing cells may form a lump, micro calcifications or 
architectural distortions which are usually referred to as 
tumors.  

Breast cancer is any form of malignant tumor which 
develops from breast cells. Breast cancer is one of most 
hazardous types of cancer among women in the world. The 
world health organization’s International Agency for 
Research on cancer (IARC) estimates that more than 400,000 
women expire each year with breast cancer. 

Today, there is an urgent need in breast cancer control and it 
is achieved primarily by knowing different risk factors. 
Secondly, there is need to detect this disease in early stage by 
knowing different symptoms of this disease, so it can be 
cured.  

Breast cancer is mainly of two types: Invasive and Non-
invasive. Invasive type is the one in which cancerous cells 
break through normal breast tissue barriers and spread to 
other parts of the body. While in non-invasive, cancerous 
cells remain in a particular location of the breast and do not 
spread to surrounding tissue, ducts or lobules.  

Breast analysis techniques have been improved over the last 
decade. Number of automated classification systems has 
been developed over last years. Different techniques have 
varying results. However, there still are issues to be solved: 
developing new and better techniques. The comparison 
between different systems helps us to know better system 
with high performance; this will assist radiologists to take 
accurate results regarding the disease.  

Radiologists still produces some variation in reading images. 
So, there is a need for automatic interpretation of images or 
automated classification system, and for this purpose 
classifier is required. Nowadays many techniques are used 
for classification but Neural Network (NN) and Support 

Vector Machine shows better results in many instances. This 
paper gives comparative analysis of  NN and SVM.  

2. Support Vector Machine 

Support Vector Machine is a new approach to supervised 
pattern classification which has been successfully applied to 
a wide range of pattern recognition problems and it is also  a 
training algorithm for learning classification and regression 
rules from data. SVM is most suitable for working accurately 
and efficiently with high dimensionality feature spaces in 
addition to that SVM is based on strong mathematical 
foundations and results in simple way and very powerful 
algorithms. 

The standard SVM algorithm builds a binary classifier. A 
simple way to build a binary classifier is to construct a hyper 
plane separating class members from non-members in the 
input space. SVM also finds a nonlinear decision function in 
the input space by mapping the data into a higher 
dimensional feature space and separating by means of a 
maximum margin hyper plane. The system automatically 
identifies a subset of informative points called support 
vectors and uses them to represent the separating hyper plane 
which is sparsely a linear combination of these points. 
Finally SVM solves a simple convex optimization problem. 

This  machine is presented with a set of training examples, 
(xi, yi) where the xi are the real world data instances and the 
yi are the labels indicating which class the instance belongs 
to. For the two class pattern recognition problem, yi = +1 or 
yi = -1. A training example (xi, yi) is called positive if yi = 
+1 and negative otherwise. SVM construct a hyper plane that 
separates two classes and tries to achieve maximum 
separation between the classes. Separating the classes with a 
large margin minimizes a bound on the expected 
generalization error. The simplest model of SVM called 
Maximal Margin classifier, constructs a linear separator (an 
optimal hyper plane) given by (WTXi - ) = 0 between two 
classes of  the examples. The free parameters are a vector of 
weights W. which is orthogonal to the hyper plane and a 
threshold value . These parameters are obtained by 
solving the following optimization problem using 
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Lagrangian duality 

Minimize ½||W||2 --------------                  (1) 

Subject to Dii  (WTXi - ) ≥1,i=1,…….,I ---- (2) 
where Dii corresponds to class labels, which assumes value 
+1 and –1. The instances with non null weights are called 
support vectors. 

In the presence of outliers and wrongly classified training 
examples it may be useful to allow some training errors in 
order to avoid over fitting. A vector of slack variables ξi that 
measure the amount of violation of the constraints is 
introduced and the optimization problem referred to as soft 
margin is given below 

The minimization of the objective function causes maximum 
separation between two classes with minimum number of 
points crossing their respective bounding planes. The 
parameter C is a regularization parameter that controls the 
trade-off between the two terms in the objective function. 
The proper choice of C is crucial for good generalization 
power of the classifier. The following decision rule is used to 
correctly predict the class of new instance with a minimum 
error. The advantage of the dual formulation is that it permits 
an efficient learning of non–linear SVM separators, by 
introducing kernel functions. Technically, a kernel function 
calculates a dot product between two vectors that have been 
(nonlinearly) mapped into a high dimensional feature space. 
Since there is no need to perform this mapping explicitly, the 
training is still 

Ƒ(x)=sgn[ WT X-Y ] -----------              (5) 
Feasible although the dimension of the real feature space can 
be very high or even infinite. The parameters are obtained by 
solving the following non linear SVM dual formulation (in 
Matrix form), 

Minimize LD(U)=1/2 uTQu – et u --------- (6) 

          Dtu=0,0 ≤ Ce
where Q=DKD and K is kernel matrix. The kernel function 
K(AAT) may be polynomial or RBF (Radial Basis Function) 
is used to construct hyper plane in the feature space, which 
separates two classes linearly, by performing computations 
in the input space. The decision function in this nonlinear 
case is given by 

                 Ƒ(x)=sgn[(K(x,xT) * u – y --------- (7) 

where u, the Lagrangian multipliers. 
When the number of classes is more than two, then the 
problem is called multiclass SVM. There are two types of 
approaches for multiclass SVM the first method is called 
indirect method, several binary SVM’s are constructed and 
the classifier’s output are combined for finding the final class. 
In the second method called direct method, a single 
optimization formulation is considered. The formulation of 

one of the direct methods called Crammer and Singer 
Method is 

--(8) 
Subject to the constraints 

-- (9) 
where ki is the class to which the training data xi belong, 

---------           (10) 

--------    (11) 
The decision function for a new input data xi is given by 

----- (12)  

 ----- (13) 

3. Classification feed forward Artificial Neural 
Network 

The data used for training and testing consist of feature 
vectors with 9 features each.The classification classes are 
cancerous cell and noncancerous cell. The features were 
chosen so that the types of normal cells does not have to be 
distinguished. The best classification result has been 
obtained by using Feed forward Artificial Neural Network. 
Mat lab Neural Network Toolbox has been used to train and 
to test the network. The best network had 10 hidden layer 
neurons. The cross-validation has been used for more 
reliable training and testing. 

Figure 1: Simulink diagram for ANN 

Neural networks consist of a large class of different 
architectures. In many cases, the issue is approximating a 
static nonlinear, mapping f (x) with a neural network fNN (x), 
where X ∈ R K .The most useful neural networks in function 
approximation are Multilayer Layer Perceptron (MLP) and 
Radial Basis Function (RBF) networks. Here we concentrate 
on MLP networks. The MLP consists of an input layer, 
several hidden layers, and an output layer. Node i, also called 
a neuron, in a MLP network is shown in Fig.2. It includes a 
summer and a nonlinear activation function g. 
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Figure 2: Single node in a MLP network 

The inputs xk, k = 1,...,K to the neuron are multiplied by 
weights wki and summed up together with the constant bias 
term 𝜃I .The resulting ni is the input to the activation function 
g. The activation function was originally chosen to be a relay 
function, but for mathematical convenience a hyberbolic 
tangent (tanh) or a sigmoid function are most commonly 
used. Hyberbolic tangent is defined as 

----- (14) 
The output of node i becomes 

--- (15) 
Connecting several nodes in parallel and series, a MLP 
network is formed. A typical network is shown in Fig. 3 

Figure 3: A multilayer perceptron network with one hidden 
layer. Here the same activation function g is used in both 

layers. The superscript of n , θ, or w refers to the layer, first 
or second. 

The output y., i = 1,2, of the MLP network becomes 

-- (16) 
From (3) we can conclude that a MLP network is a nonlinear 
parameterized map from input space x∈ Rm  to output space 
y ∈ Rm (here m = 3). The parameters are the weights WK

JIand 
the biases 𝜃 k

j. Activation functions g are usually assumed to 
be the same in each layer and known in advance. In the 
figure the same activation function g is used in all layers. 

Given input-output data (x, y.), i = 1,..., N, finding 
the best MLP network is formulated as a data fitting problem. 
The parameters to be determined are 

The procedure goes as follows.  

First the designer has to fix the structure of the MLP network 
architecture: the number of hidden layers and neurons (nodes) 
in each layer. The activation functions for each layer are also 
chosen at this stage, that is, they are assumed to be known. 
The unknown parameters to be estimated are the weights and 
biases, 

Many algorithms exist for determining the network 
parameters. In neural network literature the algorithms are 
called learning or teaching algorithms, in system 
identification they belong to parameter estimation algorithms. 
The most well-known are back-propagation and Levenberg-
Marquardt algorithms. Back-propagation is a gradient based 
algorithm, which has many variants. Levenberg-Marquardt is 
usually more efficient, but needs more computer memory. 
Here we will concentrate only on using the algorithms. 

The parameters associated with the training algorithm like 
error goal, maximum number of epochs (iterations), etc, are
defined. After the neural network has been determined, the 
result is first tested by simulating the output of the neural 
network with the measured input data. This is compared with 
the measured outputs. Final validation must be carried out 
with independent data. 

 Mat lab commands used in the procedure are newff, train
and sim. 

The mat lab command newff generates a MLPN neural 
network, which is  

The inputs in (4) are 
R = Number of elements in input vector 
xR= Rx2 matrix of min and max values for R input elements, 
Si= Number of neurons (size) in the ith layer, i = 1,...,Nl
Nl = Number of layers TFi = Activation (or transfer function) 
of the ith layer, default = 'tansig',
BTF = Network training function, default = 'trainlm'
In Fig. 2 R = K, S1=3, S2 = 2, Nl = 2 and TFi =g. 

The default algorithm of command newff is Levenberg-
Marquardt, trainlm. Default parameter values for the 
algorithms are assumed and are hidden from the user. They 
need not be adjusted in the first trials. Initial values of the 
parameters are automatically generated by the command. 
Observe that their generation is random and therefore the 
answer might be different if the algorithm is repeated. 
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After initializing the network, the network training is 
originated using train command. The resulting MLP network 
is called netl. 

The arguments are: net, the initial MLP network generated 
by newff x, measured input vector of dimension K and y
measured output vector of dimension m. 

To test how well the resulting MLP netl approximates the 
data, sim command is applied. The measured output is y. The 
output of the MLP network is simulated with sim command 
and called ytest.

The measured output y can now be compared with the output 
of the MLP network ytest to see how good the result is by 
computing the error difference e = y - ytest at each measured 
point. The final validation must be done with independent 
data. In the following a number of examples are covered, 
where Mat lab Neural Network Toolbox is used to learn the 
parameters in the network, when input- output data is 
available. 

3.1Training Function 

1) trainbfg : Description  trainbfg is a network training 
function that updates weight and bias values according to 
the BFGS quasi-Newton method.

2) traincgb  : Description  traincgb is a network training 
function that updates weight and bias values according to 
the conjugate gradient  back propagation with Powell-
Beale restarts.

3) Traingdx: Description  traingdx is a network training 
function that updates weight and bias values according to 
gradient descent momentum and an adaptive learning rate.

4) Trainlm :Description trainlm is a network training 
function that updates weight and bias values according to 
Levenberg-Marquardt optimization.

4. Experiment and Result 

Breast Cancer classification algorithm would be   carried out 
using Wisconsin Diagnosis Breast Cancer dataset created by 
Dr. William H. Wolberg at the University of Wisconsin. This 
dataset consists of 400 observations of patients with breast 
cancer among which 300 are benign and 100 are malignant 
status. Each instance has 20 features including id number and 
the class label that correspond to the type of breast cancer 
benign or malignant. These features are computed from 
digital image of fine needle of aspirates (FNA) of breast 
masses that describes the characteristics of the cell nuclei in 
the image. 

The proposed work performed as two experiments. The first 
experiment is carried out  by using SVM open source tool for 
multi class SVM, which uses Crammer and Singer Method. 
Second experiment aimed at assessing the effectiveness of 

and Neural Network using training function(trainbfg, 
traincgb, Traingdx, Trainlm). Discipulus is bundled with 
Notitia, which performs operations that include importing 
data from external sources, cleaning-up, and transforming 
and splitting data for use in Discipulus. 

In both the experiments the training set consists of 80% of 
instances and testing set consists of 20% of instances of both 
benign and malignant classes. The performance of the SVM 
classifier is summarized in Table I. 

Table 1: Classification Accuracy& Precision 
comparison(SVM)

Kernel function Accuracy Precision
mpl 86% 82%
Rbf 89% 85%

Guadratic 88% 88%
polynomial 88% 80%

Accuracy=(TP+TN)/(TP+TN+FP+FN) --- (17) 

Precision= TP/(TP+FP)    -------  (18) 

Where TP and TN are True Positive and True Negative 
respectively, which are the pro-portion of positive and 
negative cases that were correctly identified. Positive cases 
are the records with Benign label and negative ones are with 
Malignant label. FP and FN stand for False Positive and 
False Negative which are the proportion of negative cases 
that were incorrectly classified as positive and the proportion 
of positive cases that were incorrectly classified as negative 
respectively [19]. Three types of Cross Validation (CV) 
technique were conducted in this paper (mpl, Guadratic, 
Polynomial and RBF kernel of SVM& trainbfg, traincgb, 
Traingdx, Trainlm of Neural Network). The classification 
accuracy& Precision resulted from each type was recorded, 
as shown in Fig.4.5 

Figure 4: Classification Accuracy&Precision(Kernel 
function) 

Table 2: Classification Accuracy & Precision comparison 
(Neural Network) 

Traing function Accuracy Precision
trainbfg 88% 83%
traincgb 90% 85%
Traingdx 92% 88%
Trainlm 81% 71%
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Figure 5: Classification Accuracy & Precision (Traing 
function) 

5. Conclusion 

This paper  demonstrates the modeling of breast cancer as 
classification task and describes the implementation of 
Neural Network (NN) and Support Vector Machine (SVM) 
approach for classifying breast cancer as either benign or 
malignant. The results of both NN and SVM were compared
on the basis of accuracy and precision. It was observed that 
classification implemented by Neural Network technique in 
this paper is more efficient compare to SVM as seen in the 
accuracy and precision. Based on the results, NN technique 
is more efficient compared to SVM technique in breast 
cancer detection. 
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